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Abstract	
This	paper	experimentally	investigates	the	relationship	between	an	investor	and	a	project	
manager.	Project	managers	choose	 from	a	pool	of	projects,	 the	success	probabilities	of	
which	 are	 uncertain.	 Information	 about	 the	 future	 success	 probability	 of	 a	 project	 is	
gained	by	observing	its	outcome.	Investors	can	change	projects,	but	also	have	to	change	
project	managers	if	they	want	to	do	so.	An	additional	joint	project	or	a	voluntary	transfer	
precedes	their	interaction.	We	hypothesize	that	investors	favor	projects	that	are	managed	
by	project	managers	with	whom	they	have	shared	positive	experiences	in	the	past,	even	
though	these	past	experiences	do	not	provide	any	information	about	a	project’s	success	
probability.	The	role	of	this	social	element	is	isolated	using	a	control	treatment	in	which	
the	role	of	the	project	manager	does	not	exist.	Interaction	through	a	voluntary	transfer	
plays	a	clear	and	signiBicant	role	in	the	investors’	decision	making	via	bonding,	whereas	
the	inBluence	of	merely	sharing	a	positive	or	negative	experience	proves	more	complex.	
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1	 Introduction	

Relationships	 matter.	 This	 statement	 appears	 to	 be	 true	 not	 only	 for	 everyday	 human	

interaction,	but	also	when	it	comes	to	business.	The	experiment	presented	here	is	designed	

to	 shed	 further	 light	 on	 the	 role	 of	 (affective)	 relationships	 in	 one	 speci@ic	 context:	 the	

interaction	 between	 an	 investor	 and	 a	 project	 manager,	 who	 can	 either	 be	 retained	 or	

replaced	by	a	new	project	manager	following	different	experiences	shared	with	that	manager,	

in	particular	the	transfer	of	a	small	gift	by	the	manager.	

	

Gifts	are	a	ubiquitous	phenomenon,	and	substantial	evidence	exists	showing	that	even	small	

gifts	may	matter	for	the	behavior	of	the	receiver.	Evidence	comes	from	various	research	@ields,	

like	social	life	(Mauss,	1990;	Chan	&	Mogilner,	2017;	Chao	&	Fischer,	2022),	politics	(Abbink,	

2004;	Finan	&	Schechter,	2012;	Leight	et	al.,	2020),	and	economics	(Wazana,	2000;		Fehr	et	

al.,	 2009).1	Regarding	 investment	 –	 the	 focus	 of	 this	 paper	 –	most	 attention	 concerns	 the	

experimental	study	of	gift	exchange	using	trust	or	investment	games	(Berg	et	al.,	1995;	for	a	

review,	 see	 Johnson	&	Mislin,	 2011).	 In	 these	 games	 an	 investor	 can	 transfer	money	 to	 a	

recipient	who	in	turn	can	transfer	back	any	share	of	the	proceeds	of	the	investment.	Attention	

typically	focuses	on	the	question	of	how	the	behavior	of	the	borrower	can	be	controlled	or	

predicted	 by	 the	 lender.	 In	 contrast	 to	 the	 one-shot	 experiments	 often	 used	 to	 avoid	

complicating	repeated	game	effects,	 longer-term	personal	relationships	between	investors	

(lenders)	 and	 borrowers	 form	 another	 prominent	 research	 area	 regarding	 investment.	

Relationship	banking	is	an	important	topic	in	microeconomics	and	@inance	(Boot,	2000)	and	

has	attracted	attention	in	experimental	economics	(Cochard	et	al.,	2004;	Brown	&	Zehnder,	

2007;	Cornée	et	al.,	2012;		Cornée	&	Masclet,	2022).	Also	in	this	@ield,	the	focus	is	often	on	

strategic	aspects	that	come	into	play	once	an	investor-borrower	relationship	extends	through	

time,	 like	 reputation	 and	 regulation	 (Lunawat,	 2013;	 Cornée	 &	 Masclet,	 2022).	 Some	

empirical	 studies,	 however,	 emphasize	 a	 link	 between	 connectedness	 and	more	 affective	

favoritism,	where	 social	 proximity,	 relationship	 intensity,	 and	physical	 contact	 play	 a	 role	

	
1	For	more	extensive	reviews,	see:	Malmendier	&	Schmidt	(2017),	Maréchal	&	Thöni	(2019).	
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(Haselmann	et	al.,	2018;	Gabbi	et	al.,	2020;	Rehbein	&	Rother,	2024).	More	pertinent	to	this	

paper,	 a	 few	 studies	 suggest	 that	 connectedness	 and	 favoritism	 may	 also	 matter	 in	

relationships	with	managers,	speci@ically	regarding	the	allocation	of	capital	through	internal	

capital	markets	and	managerial	appointments	(Kuhnen,	2009;	Duchin	&	Sosyura,	2013).		

	

All	these	studies	are	concerned	with	existing	relationships.	This	paper,	in	contrast,	focuses	on	

the	development	of	an	(affective)	relationship	between	an	investor	and	a	project	manager	via	

the	latter’s	transfer	of	a	small	gift,	and	its	appointment	consequences,	relative	to	the	shared	

experience	of	a	project	outcome.		

				

Although	 a	 small	 gift	 can	 have	 a	 substantial	 in@luence	 on	 economic	 decision	making,	 this	

phenomenon	appears	to	be	hard	to	explain,	not	only	from	a	standard	economic	point	of	view	

–	 assuming	 a	 rational	 and	 sel@ish	 “homo	 economicus”	 –	 but	 also	 from	 a	 non-standard	

theoretical	viewpoint.	This	is	carefully	and	clearly	shown	by	Malmendier	&	Schmidt	(2017),	

the	experimental	study	that	is	most	closely	related	to	ours.	Their	experiment	focuses	on	a	

decision	maker	 (with	 a	 @ixed	 payoff)	 who	 has	 to	 choose,	 in	 the	 best	 interest	 of	 a	 client,	

between	two	possible	products	(50/50	lotteries).	Before	this	choice	is	made,	one	of	the	two	

producers	 can	 send	 a	 small	 gift.	 Carefully	 avoiding	 potential	 informational	 and	 incentive	

confounds,	 they	 @ind	 that	 decision	 makers	 strongly	 respond	 to	 gifts,	 even	 though	 they	

perfectly	understand	the	gift	giver’s	(self-reported	sel@ish)	intention.	In	trying	to	explain	their	

@indings	they	question	the	prominent	existing	models	of	social	preferences	relating	other-

regarding	behavior	to	altruism	(Andreoni	&	Miller,	2002),	maximin	preferences	(Charness	&	

Rabin,	2002),	inequality	aversion	(Fehr	&	Schmidt,	1999;	Bolton	&	Ockenfels,	2000),	type-

based	reciprocity	(Levine,	1998)	or	intention-based	reciprocity	(Rabin,	1993;	Dufwenberg	&	

Kirchsteiger,	 2004):	 “Our	 evidence	 suggests	 that	 a	 gift	 triggers	 an	 obligation	 to	 repay,	

independently	of	the	intentions	of	the	gift	giver	and	the	distributional	consequences.	It	seems	

to	create	a	bond	between	gift	giver	and	recipient,	 in	 line	with	a	 large	anthropological	and	
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sociological	 literature	 on	 gifts	 creating	 an	 obligation	 to	 reciprocate.”	 (op.	 cit.,	 p495).2 	To	

capture	their	@indings	they	propose	a	simple	extension	of	the	standard	(sel@ish)	utility	model,	

where	decision	maker	 i	attaches	a	weight	 to	 the	payoff	of	counterpart	 j	dependent	on	the	

difference	 between	 j’s	 intendedly	 chosen	 action	 affecting	 i	 and	 the	 action	 expected	 by	 i.	

Incorporating	the	expected	behavior	is	seen	as	the	key	innovation	relative	to	action-based	

reciprocity	models,	where	the	expectation	may	be	related	to	past	experience	(op.	cit.,	p514).	

			

Interestingly,	Pan	&	Xiao	(2016)	provide	experimental	evidence	suggesting	that	it	may	not	be	

the	 intendedly	chosen	action	(which	they	 label	as	the	“pure	 intention”)	that	produces	this	

weight	but	the	gift	that	is	actually	received	(labeled	the	“received	intention”).	In	fact,	from	a	

psychological	perspective	it	may	be	questioned	whether	an	intention	is	required	at	all	for	an	

actual	gift	to	be	in@luential	(for	experimental	evidence,	see	Strassmair,	2009).	According	to	

Zhang	&	Epley	(2012)	evidence	shows	that	the	importance	of	“It’s	the	thought	that	counts”	is	

exaggerated	 for	 receivers	 in	 gift	 exchange:	 “mental	 state	 inference,	 or	 theory	 of	 mind	

reasoning,	 is	 not	 automatic	 or	 even	 primary	 in	 social	 judgments,	 but	 instead	 must	 be	

activated	 by	 the	 social	 context”	 (op.	 cit.,	 p678).	 Considering	 another’s	 thought	 requires	 a	

trigger	for	(effortful)	motivation	and	deliberation.		

	

In	this	respect,	the	social	ties	model	of	van	Dijk	&	van	Winden	(1997)	–	that	both	

Malmendier	&	Schmidt	(2017)	and	Pan	&	Xiao	(2016)	refer	to	–	and	especially	its	more	recent	

elaboration:	the	Affective	Ties	Model	(Bault	et	al.,	2017;	van	Winden,	2023),	seems	to	provide	

an	interesting	alternative	for	explaining	the	observed	gift	effect.	This	model	–	ATM	for	short	

–	 concerns	 the	 evolutionary	 old	 and	 automatic	 emotional	 appraisal	 circuitry	 of	 the	 brain	

rather	 than	 the	 more	 recently	 developed	 deliberation	 and	 planning	 circuitry	 that	 the	

prominent	extant	reciprocity	models	are	particularly	concerned	with.	Key	 to	ATM	are	 the	

following	 two	modules	 (van	Winden,	2023).	 First,	 an	agent-type	 (friend	or	 foe)	 appraisal	

based	on	the	experienced	(bene@icial	or	harmful)	action	of	an	interaction	partner.	A	deviation	

	
2	In	 this	 context,	 they	 refer	 to	 the	 prominent	 sociologists	 Gouldner	 (1960)	 and	Blau	 (1964)	 arguing	 that	 the	
obligation	to	reciprocate	is	a	universal	social	norm.	
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of	this	action	from	a	reference	point	–	called	an	impulse	–	triggers	an	emotion.	The	valence	

and	intensity	of	this	emotion	provides	an	appraisal	of	the	agent’s	type,	represented	by	the	

value	of	a	parameter	𝛼	(or	its	update	if	a	prior	exists).	Second,	and	crucial	for	bonding	and	an	

intrinsic	motivation	for	caring,	this	type	of	appraisal	generates	a	weight	(equal	to	α)	–	coined	

the	tie-value	–	which	gets	attached	to	the	utility	of	the	relevant	agent,	thereby	extending	the	

utility	 function	(as	 in	 the	Malmendier	and	Schmidt	model	referred	to	above).	ATM	can	be	

straightforwardly	 incorporated	 into	 a	more	 general	 behavioral	model	 for	 accommodating	

forward-looking	and	strategic	behavior,	because	 it	only	deals	with	 the	weight	attached	 to	

another	agent’s	utility.	3	

		

Although	 providing	 an	 interesting	 formal	 modeling	 angle	 on	 the	 gift	 effect,	 which	 also	

predicts	 a	 negative	 effect	 from	 a	 gift	 that	 is	 smaller	 than	 expected4,	 the	Malmendier	 and	

Schmidt	experiment	addresses	a	very	speci@ic	context,	to	wit:	a	decision	maker	(DM)	asked	

to	behave	in	the	interest	of	a		client,	where	the	client	has	no	choice	regarding	the	DM	and	the	

DM	faces	a	single	choice	between	two	producers	(lotteries),	only	one	of	which	can	send	a	gift.	

In	this	experimental	paper,	we	want	to	relax	these	assumptions	and	move	one	organizational	

tier	up	by	focusing	on	the	client	(investor,	from	now	on).	The	investor	@irst	randomly	selects	

a	DM	(manager,	from	now	on)	from	an	anonymous	pool.	That	manager	in	turn	can	send	a	gift	

(monetary	transfer)	to	the	investor	before	randomly	selecting	and	implementing	a	project	

(lottery)	 from	 a	 known	 set.	 Then,	 following	 the	 experiences	 (resolution	 of	 the	 selected	

lottery)	shared	with	that	manager,	the	investor	is	to	either	re-appoint	the	manager	for	a	new	

implementation	of	that	manager’s	project	or	replace	the	manager	for	a	new	manager	and	an	

alternative	project.	Note	that,	from	a	rational	perspective,	the	latter	decision	is	no	longer	a	

simple	random	choice	due	to	the	experience	with	the	original	project.	Also,	note	that	in	this	

setup	each	manager	gets	appointed	and	can	send	a	transfer,	while	a	noticeably	longer	amount	

	
3 	A	 third	module	 of	 ATM	 concerns	 a	 generalization	 of	 tie	 values,	 based	 on	 previous	 interaction	 experiences,	
towards	novel	interaction	partners	in	similar	environments,	called	a	generalized	tie	value	(van	Winden,	2023).	
This	module	will	be	neglected	here,	due	to	a	lack	of	data.	
4	See	Malmendier	&	Schmidt	(2017,	pp506-507)	for	evidence.	
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of	 time	 passes	 between	 the	 manager’s	 gift	 decision	 and	 the	 investor’s	 subsequent	

appointment	decision.	

		

In	 addition	 to	 investigating	 the	 robustness	 of	 the	 gift-effect	 with	 this	 new	 experimental	

design,	another	novelty	of	 this	paper	 is	 that	 it,	more	generally	and	with	 the	same	design,	

studies	 the	 role	 of	 different	 shared	 experiences	with	 a	 project	manager	 on	 the	 investor-

manager	 relationship;	 thereby	 carefully	 isolating	 this	 role	 from	 the	predictive	power	 that	

such	experiences	may	have	for	the	future	pro@itability	of	a	project.	We	do	so	by	adding	an	

experimental	 treatment	 where	 instead	 of	 the	 gift/transfer	 stage	 an	 appointed	 manager	

randomly	 selects	 a	 project.	 Thus,	 in	 this	 treatment	 at	 two	 times,	 and	 independently,	 the	

manager	 selects	 a	 project	 before	 re-appointment	 or	 replacement	 is	 at	 stake.	 In	 both	

experimental	treatments	investors	share	an	experience	with	a	manager	when	they	have	to	

decide	whether	to	stay	with	this	manager	or	not:	one	that	is	positively	charged	(transfer	or	

successful	previous	project)	and	one	that	is	negatively	charged	(no	transfer	or	failed	previous	

project).		

			

In	the	experiment	the	best	response	of	a	rational	and	sel@ish	investor	is	not	affected	by	the	

type	of	 experience.	Our	 research	question	 is	whether	 they	 react	 to	 the	different	histories	

nonetheless,	and	if	so,	why?	In	view	of	the	gift	evidence	discussed	above,	we	will	particularly	

focus	on	positive	 relative	 to	negative	 experiences.	 In	 the	 treatment	 involving	 transfers	by	

managers,	we	may	expect	that	affective-tie	based	reciprocity	will	provide	a	motivation	for	a	

behavioral	 deviation	 from	 the	 standard	 best	 response,	 as	 observed	 for	 gifts.	 However,	 if	

anything,	this	(directly	hedonic)	action	related	model	would	not	predict	a	clear	behavioral	

response	 to	 just	 jointly	 experiencing	 the	 resolution	 of	 a	 project	 randomly	 selected	 by	 a	

manager.	Nevertheless,	experimental	evidence	suggests	that	investors	could	be	emotionally	

motivated	to	react	differently	towards	managers	with	whom	they	simply	shared	positive	or	

negative	 experiences	 in	 the	 past.	 Psychological	 evidence,	 for	 instance,	 suggests	 that	 even	

simple	subliminal	stimuli	can	cause	liking	or	disliking,	as	demonstrated	by	“mere	exposure”	
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experiments	(Zajonc,	2001)5.	Of	greater	potential	relevance	here	is	the	evidence	of	unjusti@ied	

blame	 (see	 Gurdal	 et	 al.,	 2013).	 Even	 though	 in	 our	 experiment	 the	 relevant	 managers’	

decisions	 entail	 essentially	 only	 fully	 random	 results,	 in	 an	 unfamiliar	 situation	 investors	

might	nevertheless	attribute	the	outcome	of	a	project	to	the	manager’s	capability	or	effort	in	

selecting	pro@itable	projects.	Using	a	formal	principal-agent	model,	Gurdal	et	al.	(2013)	argue	

that	blame	in	case	of	a	bad	outcome	–	and	praise	if	it	is	good	–	may	be	seen	as	the	emotional	

expression	of	rational	features	of	an	optimal	contract	that	might	implicitly	play	a	role	in	such	

a	situation.	In	their	experiment	an	agent	chooses	between	a	lottery	and	a	safe	asset,	while	the	

monetary	outcome	goes	to	a	principal	who	subsequently	decides	how	much	to	allocate	to	the	

agent	and	a	third	party.		Their	@indings	show	that	principals	routinely	punish	agents	for	bad	

events	they	had	no	in@luence	on,	while	reporting	a	bad	feeling	about	the	agent’s	choice	in	that	

event.	Because	in	our	experiment	project	outcomes	are	less	directly	affecting	an	investor’s	

utility	 than	 a	 transfer	 does,	 at	 least	 a	 weaker	 (emotional)	 effect	 on	 the	 investor’s	 re-

appointment	or	replacement	decision	may	be	expected.	

	

To	make	sure	 that	any	 treatment	effect	 can	be	related	 to	 the	delegation	 to	a	manager,	we	

include	 a	 non-social	 control	 treatment	 where	 the	 investor	 chooses	 and	 implements	 the	

project	 without	 the	 intervention	 of	 a	 manager.	 Questions	 from	 a	 post-experiment	

questionnaire,	furthermore,	are	used	to	shed	some	light	on	the	role	of	emotion	and	related	

motivational	factors.		

			

Our	main	@indings	are	the	following.	Firstly,	an	investor’s	decision	to	stay	with	or	switch	to	a	

new	project	–	respectively,	involving	a	re-appointment	or	replacement	of	the	manager	in	a	

social	treatment	–	is	strongly	in@luenced	by	having	received	a	transfer	or	not.6	Moreover,	this	

behavior	is	signi@icantly	different	from	the	stay	or	switch	reaction	in	the	non-social	control	

	
5	There	is	also	evidence	that	neurological	processes	related	to	preference	ordering	are	activated	when	cues	are	
not	consciously	recognizable	(Pessiglione	et	al.,	2008),	and	that	subjects	may	unconsciously	learn	how	to	perform	
a	task	(Lebreton	et	al.,	2009).	
6	Note	that	the	investor	has	no	dixed	payment	but	is	the	residual	claimant	(cf.	Bandiera	et	al.,	2009).		
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treatment	(with	a	project	resolution	outcome	instead	of	managerial	transfer	decision	as	past	

experience).	 Secondly,	 we	 do	 not	 detect	 a	 change	 in	 switching	 in	 response	 to	 a	 project	

outcome	 experience	 shared	with	 a	manager	 relative	 to	 the	 non-social	 control	 treatment.	

Although	answers	to	the	post-experiment	questionnaire	indicate	that	a	subset	of	investors	

react	to	the	experience	emotionally	in	line	with	unjusti@ied	blame,	this	effect	is	not	suf@iciently	

strong	 at	 the	 group	 level.	 These	 two	 @indings	 are	 consistent	with	 the	 affective	 ties	model	

(ATM).	Finally,	 in	comparison	with	the	non-social	treatment,	decision	times	turn	out	to	be	

signi@icantly	longer	and	similarly	affected	in	the	social	treatments.	

	

The	 organization	 of	 the	 paper	 is	 further	 as	 follows.	 Section	 2	 presents	 the	 experimental	

design,	together	with	an	analysis	of	the	investors’	best	responses	and	our	hypotheses.	Results	

are	presented	in	section	3,	followed	by	a	concluding	discussion	in	section	4.	

	 	



9	

2	 Design	and	Hypotheses	

The	experiment	consists	of	three	different	treatments:	History,	Transfer,	and	Control.	Our	

main	goal	is	to	isolate	the	role	of	different	social	experiences,	shared	between	the	investor	

and	an	appointed	manager	in	the	beginning	of	the	experiment,	on	the	subsequent	investors’	

manager	choice	in	a	stochastic	environment.	Importantly,	these	social	experiences	should	not	

matter	from	a	rational	sel@ish	perspective.	In	History	the	distinctive	experience	concerns	the	

joint	 experience	 of	 a	 success	 or	 failure	 of	 a	 project	 selected	 by	 the	manager.	 In	 Transfer,	

instead,	a	manager	either	sends	a	monetary	transfer	to	the	investor	or	not.	Isolation	of	the	

impact	of	these	different	treatment	experiences	would	become	dif@icult	if	the	behavior	of	the	

manager	has	predictive	power	for	the	future	earnings	of	the	investor.	As	detailed	below,	our	

design	therefore	eliminates	this	confounding	factor.		Control,	@inally,	is	similar	to	History,	but	

does	 not	 include	 a	 manager,	 eliminating	 the	 social	 aspect	 completely.	 These	 treatments	

(Figure	1)	are	next	discussed	in	greater	detail.	See	Appendix	B	for	the	Instructions.	
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Figure	1:	Design	of	Treatments	

2.1	 Treatments	

History	

History	 has	 twice	 as	many	managers	 as	 investors,	 where	 the	 role	 of	 a	 participant	 in	 the	

computerized	experiment	is	randomly	allocated.	At	the	beginning	of	each	round,	an	investor	

chooses	a	manager	from	a	pool	of	anonymous	managers,	who	are	presented	in	the	form	of	

identical	 icons	 spread	 across	 the	 computer	 screen	 of	 the	 participant	 (see	 Figure	 2).	 The	

position	of	the	icons	is	randomized	in	each	round,	so	that	the	identities	of	the	managers	can	

not	be	tracked	across	rounds.	The	order	in	which	investors	make	this	choice	is	randomized	



11	

anew	for	each	round.	Investors	who	have	not	yet	made	a	choice	and	managers	who	have	not	

yet	been	chosen	see	the	screen	with	all	eligible	icons	until	they	have	made	a	choice	or	have	

been	chosen,	respectively.	Icons	representing	managers	who	have	already	been	chosen	by	an	

investor	disappear	from	the	screen	one	after	another.	Managers	are	also	informed	which	icon	

they	are	represented	by.	Managers	who	are	not	chosen	by	any	investor	are	redirected	to	a	

waiting	screen7.	

	

Figure	2:	Choice	of	Manager	

	
7 	To	 ensure	 attention,	 inactive	managers	 are	 given	 the	 possibility	 to	watch	 a	 neutral	 video	while	 they	 are	

inactive.	Any	behavioral	effects	of	the	video	are	irrelevant	since	we	do	not	analyze	the	managers’	behavior.	
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Managers	selected	by	an	investor	choose	one	out	of	eight	potential	projects.	Each	project	has	

a	 success	probability	of	 either	 	or	 .	Both	 types	of	projects	are	equally	 likely	and	neither	

investors	nor	managers	can	identify	the	projects	at	the	time	of	choosing	(their	positions	on	

the	screen	are	randomized	anew	for	every	decision).	The	decisions	are	made	 in	 the	same	

order	as	the	choices	of	the	investors,	so	that	a	manager	who	is	chosen	third	is	also	the	third	

to	choose	a	project.	Since	all	managers	select	from	the	same	set	of	projects,	for	a	manager	

who	has	been	picked	last	only	one	project	remains.	The	project	choice	screen	works	in	the	

same	way	as	the	investor	screen:	randomly	positioned	projects	disappear	one	after	another	

once	 they	are	 chosen	and	are	no	 longer	available	 to	other	managers	 (see	Figure	3).	After	

selecting	a	project,	a	manager	is	asked	to	“implement”	it	by	clicking	on	a	box	that	symbolizes	

the	 project.	 Both	 investor	 and	 manager	 watch	 a	 5-second-long	 animation	 similar	 to	 the	

“processing”	animation	typically	found	on	computers,	after	which	the	success	or	failure	of	the	

project	is	announced.	
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Figure	3:	Choice	of	Project	

Following	the	observation	of	the	project’s	outcome	by	the	investor	and	manager,	the	manager	

chooses	a	second	project,	which	has	no	relation	to	the	@irst	project	in	any	way.	This	implies	

that	the	success	or	failure	of	the	@irst	project	provides	no	information	at	all	about	the	success	

probability	of	any	 later	project.	The	understanding	of	 the	 last	point	was	tested	before	 the	

beginning	of	the	experiment.	

After	observing	 the	outcome	of	 this	 second	project,	 investors	are	now	given	 the	choice	 to	

either	 stay	 with	 this	 project	 and	 project	 manager	 (re-appointment)	 or	 to	 choose	 an	

alternative	project	manager	and	project	(replacement)	using	the	same	method	as	before.	If	

the	investor	chooses	the	@irst	option,	the	manager	is	redirected	to	the	implementation	screen	
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once	 more.	 After	 the	 new	 implementation	 of	 the	 second	 project	 both	 parties	 are	 again	

informed	about	its	success	or	failure.	Upon	choosing	to	replace	the	manager,	an	investor	@irst	

must	wait	until	all	investors	have	made	their	decision.	Once	that	is	the	case	all	investors	who	

opted	to	replace	their	managers	are	assigned	a	new	random	order	and	choose	a	new	manager	

from	 the	 pool	 of	managers	 left	 unchosen	 at	 the	 beginning	 of	 the	 round.	 A	 newly	 chosen	

managers	 then	 chooses	 and	 implements	 a	new	project	with	 the	 same	blind	procedure	 as	

before.	After	observation	of	the	implementation	results	the	round	ends.	There	is	a	total	of	

eight	rounds,	which	only	differ	in	the	payoffs	of	the	alternative	projects,	as	explained	later	in	

this	section.	See	Figure	1.	

Transfer	

Transfer	 follows	 the	 same	 general	 structure	 as	 History,	 with	 one	 important	 difference.	

Whereas	every	round	of	History	starts	with	a	project	that	is	completely	unrelated	to	future	

projects,	this	part	is	now	replaced.	Instead,	managers	chosen	by	an	investor	are	now	given	

the	option	to	transfer	money	to	the	investor	or	not.	To	that	purpose,	they	are	endowed	with	

an	extra	10	experimental	currency	units	(ECU)	for	this	transfer.	If	a	manager	decides	to	make	

that	transfer	these	10	units	are	doubled	and	investor’s	earnings	grow	by	20	units8.	

After	deciding	whether	to	transfer	money	or	not,	the	manager	chooses	a	project	from	a	pool	

of	 eight	 different	 projects	 under	 the	 same	 procedure	 as	 in	 History	 and	 implements	 it	 in	

exactly	the	same	way.	Thereafter,	investors	face	the	same	decision	as	in	History,	that	is,	either	

to	stay	with	the	same	manager	and	project	or	to	select	a	new	manager,	who	then	chooses	a	

new	project.	See	Figure	1.	

	
8 	The	 size	 of	 the	 transfer	 is	 chosen	 based	 on	 the	 observation	 that	 in	 the	 Malmendier	 &	 Schmidt	 (2017)	

experiment	a	transfer	(gift)	that	is	similarly	sized	relative	to	a	project’s	expected	earnings	leads	to	a	reasonably	
even	distribution	of	transfer	and	no	transfer	decisions.	
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Control	

Control	eliminates	the	social	element	that	is	present	in	the	two	other	treatments.	Investors	

now	choose	and	implement	their	own	projects	 instead	of	appointing	a	manager	who	then	

chooses	and	implements	a	project.	Managers	are	not	part	of	this	treatment.	Apart	from	that,	

this	treatment	is	identical	to	History.	Thus,	projects	are	chosen	and	implemented	in	the	same	

way	as	in	the	other	treatments.	See	Figure	1.	

2.2	 Projects	

The	following	explains	the	earnings	of	investors	and	managers	and	the	investor’s	(rational	

and	sel@ish)	best	response.	

A	 manager	 who	 actively	 manages	 a	 project	 earns	 200	 ECU,	 irrespective	 of	 the	 project’s	

success	or	failure.	Managers	who	are	inactive	during	the	@irst	project	in	Transfer	or	the	@irst	

and	second	project	in	History	also	receive	the	same	200	ECU9.	During	the	@inal	project	inactive	

managers	receive	nothing.	

Ignoring	all	social	aspects	of	this	experiment	for	the	moment,	a	payoff	maximizing	investor	

must	use	relevant	past	observations	as	a	signal	for	the	underlying	success	probability	of	the	

project	in	order	to	determine	the	best	response.	

In	every	round	an	investor	can	only	choose	one	project.	All	projects	either	have	a	high	(𝑝 = !
"
)	

	or	a	low	(𝑝 = #
"
)	success	probability.	The	ex-ante	probability	of	both	types	of	projects	is	50%.	

Apart	from	the	alternative	project	that	an	investor	can	switch	to	at	the	end	of	a	round,	all	

projects	generate	earnings	of	300	ECU	in	case	of	a	success	and	100	ECU	in	case	of	a	failure.	

To	determine	 the	expected	value	of	a	project,	we	 therefore	have	 to	calculate	 the	expected	

value	of	both	types	of	projects	and	then	combine	them	to	get	to	the	overall	expected	value:	

	
9	This	is	to	eliminate	the	scope	for	inequity	aversion	as	much	as	possible	from	the	experiment.	
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 𝐸(𝜋$) =
!
"
300 + #

"
100 = 250	 (1a)	

 𝐸(𝜋$) =
#
"
300 + !

"
100 = 150	 (1b)	

where	we	use	πH	and	πL	for	 the	payoff	of	projects	with,	respectively,	a	high	or	 low	success	

probability.	If	the	project	in	question	is	a	completely	new	project	(with	payoff	π)	this	implies	

an	expected	value	of:	

 𝐸(𝜋) = #
%
𝐸(𝜋$) +

#
%
𝐸(𝜋&) = 200		 (2)	

The	probability	of	observing	the	good	outcome	with	payoff	300	is	therefore	#
%
.	Once,	however,	

a	 project	 has	 been	 implemented	 its	 success	 or	 failure	 provides	 information	 about	 this	

project’s	 underlying	 success	 probability.	 Using	 Bayesian	 updating	 we	 can	 calculate	 the	

probability	of	the	project	being	of	the	good	type	after	having	observed	a	successful	draw:	

 𝑃(𝜋 = 𝜋$|𝑠𝑢𝑐𝑐𝑒𝑠𝑠) =
'(𝑠𝑢𝑐𝑐𝑒𝑠𝑠)𝜋$*'(,!)

'(./001..)
=

"
#	
$
%	
$
%
= !

"
	 (3)	

Using	 the	 same	 procedure	 we	 get	 𝑃(𝜋 = 𝜋&|𝑠𝑢𝑐𝑐𝑒𝑠𝑠) =
#
"
,	 𝑃(𝜋 = 𝜋$|𝑓𝑎𝑖𝑙𝑢𝑟𝑒) =

#
"
	and	

𝑃(𝜋 = 𝜋&|𝑓𝑎𝑖𝑙𝑢𝑟𝑒) =
!
"
.	Combining	equations	(3)	and	(1),	the	expected	

value	of	a	project	that	was	observed	to	succeed	equals:	

 𝐸(𝜋|𝑠𝑢𝑐𝑐𝑒𝑠𝑠) = 𝑃(𝜋 = 𝜋$|𝑠𝑢𝑐𝑐𝑒𝑠𝑠)𝐸(𝜋$) + 𝑃(𝜋 = 𝜋&|𝑠𝑢𝑐𝑐𝑒𝑠𝑠)𝐸(𝜋&)	

=
3
4:
3
4
300 +

1
4
100; +

1
4
(
1
4
300 +

3
4
100)	

	 =3
4
300 + !

4
100 = 225	 (4)	

Similarly,	after	observing	a	project	to	fail	it’s	expected	value	becomes:		
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 𝐸(𝜋|𝑓𝑎𝑖𝑙𝑢𝑟𝑒) = !
4
300 + 3

4
100 = 175	 (5)	

Facing	the	decision	whether	to	implement	an	old	project	again	or	choose	a	new	one,	a	risk	

neutral	sel@ish	investor	would	therefore	stay	with	a	project	that	has	been	successful	before	

(to	earn	in	expectation:		E(π|success)	=	225)	and	choose	a	new	manager	with	an	unknown	

project	if	the	@irst	project	implementation	was	a	failure	(to	earn	in	expectation:	E(π)	=	200).	

Investors	face	a	more	complex	situation	in	the	experiment,	though.	During	the	@irst	project	

(in	Transfer)	or	the	@irst	and	second	project	(in	History	and	Control)	they	earn	300	units	in	

case	of	a	success	and	100	units	in	case	of	a	failure.	The	alternative	project,	however,	has	other	

returns,	of	which	investors	are	 informed	when	they	must	decide	whether	to	stay	with	the	

original	(current)	manager	and	project	or	switch	to	a	new	manager	choosing	a	new	project.	

For	this	reason,	the	expected	value	of	an	original	project	and	an	alternative	project	are,	more	

generally,	expressed	as	follows:	

	 𝐸(𝜋5|ℎ) = 𝑃(𝜋 = 𝜋$|ℎ)𝐸>𝜋$5? + 𝑃(𝜋 = 𝜋&|ℎ)𝐸>𝜋&5?  (6a)	

 𝐸(𝜋6) = #
%
>𝜋$6? +

#
%
𝐸(𝜋&6)	 (6b)	

where	𝜋$5 	and	𝜋&5 ,	 respectively,	 stand	 for	 the	high	 and	 low	 success	probability	 type	of	 the	

original	 project,	 and	 𝜋$6 	and	 𝜋&6 	for	 the	 high	 and	 low	 success	 probability	 type	 of	 the	

alternative	project,	while	h	denotes	a	particular	(success	or	failure)	history	of	experiences.	

Importantly,	compared	with	the	original	project,	the	alternative	project’s	returns	are	chosen	

such	that	they	are	either	equal	in	their	variances,	their	expected	earnings,	or	both	(see	Table	

A.1	of	Appendix	A).	The	alternative	project	has	higher	expected	earnings	in	three	cases,	and	

lower	expected	earnings	in	one	case,	while	it	has	a	lower	variance	in	two	cases,	and	a	higher	

variance	in	one	case.	There	are	no	differences	in	the	remaining	case.	Consequently,	an	(even	

slightly	risk-averse)	sel@ish	investor	with	a	perfect	ability	to	perform	Bayesian	updating	will	

switch	in	62.5%	to	75%	of	all	cases.	Because	in	@ive	of	the	eight	cases	the	alternative	project	
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either	has	a	higher	expected	value	or	a	lower	standard	deviation,	the	alternative	projects	are	

taken	as	benchmark,	both	 in	the	appendix	and	the	results	section	below,	when	describing	

differences	in	expected	value	or	standard	deviation.	For	design	ef@iciency,	we	condition	the	

alternative	project	returns	that	investors	are	offered	on	the	success	or	failure	of	the	original	

project.		

Calculating	the	optimal	decision	in	the	way	outlined	above	is	a	challenging	task	and	we	do	not	

expect	participants	to	be	very	good	at	that10.	In	fact,	there	are	reasons	to	think	of	it	as	even	

bene@icial	from	a	design	perspective.	One	is	the	greater	degree	of	realism	that	participants	

face	 if	 they	are	not	able	 to	perfectly	determine	 the	value	of	 the	different	options	 they	are	

facing.	Another	reason	is	that	situations	which	present	a	participant	with	a	higher	cognitive	

load	 seem	more	 likely	 to	 trigger	 impulsive	 (emotional)	 behavior	 (Duffy	 &	 Smith,	 2014),	

particularly	 in	 situations	 relevant	 for	 other-regarding	 behavior	 (Cornelissen	 et	 al.,	 2011;	

Schulz	 et	 al.,	 2014).	 Because	 the	 brain	 processes	 involved	 in	 impulsivity	 are	 regarded	 as	

relatively	 effortless	 (Camerer	 et	 al.,	 2005),	 this	 may	 be	 seen	 as	 an	 aspect	 of	 cognitive	

ef@iciency,	that	is,	making	decisions	with	the	least	amount	of	mental	effort	(Hoffman	&	Schraw,	

2010).	

Every	investor	faced	each	combination	of	returns	exactly	once	across	the	eight	rounds,	with	

the	order	of	the	different	combinations	being	randomized	to	ensure	that	the	distribution	of	

experienced	orders	was	as	@lat	as	possible.	

	

2.3	 Presentation	and	Organization	

An	 important	 aim	 of	 the	 experimental	 design	 is	 to	 provide	 an	 engaging	 environment	 for	

participants,	as	the	blind	matching	and	project	choice	procedures	are	fairly	impersonal.	This	

motivated	us	to	implement	a	computerized	equivalent	of	a	choice	procedure	where	subjects	

	
10	In	the	instructions	to	Control	and	History	participants	are	told	a	second	time	that	information	from	earlier	

draws	can	be	used	to	estimate	the	success	probability	of	a	project,	on	top	of	merely	outlining	the	design	of	the	
experiment.	This	is	not	the	case	in	Transfer.	
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blindly	 choose	 cards	 indicating	 their	 assigned	managers	 and	 projects	 in	 turn.	 The	 act	 of		

choosing	a	partner	should	trigger	a	stronger	engagement	than	if	a	partner	is	purely	randomly	

assigned.	 A	 similar	 logic	 applies	 to	 the	 project	 choice	 of	 a	manager.	 Participants	witness	

constantly	 depleting	 pools	 of	 available	 managers	 and	 projects.	 Furthermore,	 inspired	 by	

computer	games,	animations	are	used	to	illustrate	the	implementation	of	projects.	For	the	

same	reason,	@inally,	the	mechanic	of	choosing	whether	to	stay	with	a	project	(and	manager)	

or	to	choose	anew	employs	a	deliberately	slow	animation	to	reinforce	the	notion	that	this	

decision,	which	is	our	main	outcome	variable,	is	of	relevance.	

Participants’	 understanding	 of	 the	 instructions	 is	 checked	with	 a	 quiz	 covering	 the	most	

important	features	of	the	experiment.	After	the	experiment,	a	short	questionnaire	addresses	

some	demographic	variables	and	feelings	during	the	experiment	(see	Appendix	B.2).	

Data	are	from	12	sessions	run	at	the	CREED	laboratory	of	the	University	of	Amsterdam	in	

March	and	April	2015.	A	 total	of	222	participants	participated.	Both	Transfer	and	History	

comprised	87	participants,	a	third	(29)	of	which	concerned	investors,	while	Control	had	48	

participants,	all	of	them	investors.	In	each	session	a	random	round	was	selected	for	payout.	

Both	 History	 and	 Control	 paid	 no	 show-up	 fee.	 The	 substitution	 of	 the	 @irst	 project	 by	 a	

relatively	low-value	transfer	in	Transfer	motivated	a	show-up	fee	of	7	euros	in	Transfer	to	

ensure	 satisfactory	 minimum	 earnings	 for	 participants.	 Sessions	 took	 about	 70	 minutes,	

while	average	earnings	amounted	to	16.55	euros.	

2.4	 Hypotheses	

For	 reasons	 outlined	 in	 the	 Introduction	 an	 investor’s	 motivation	 to	 stay	 with	 a	 project	

manager	is	expected	to	be	relatively	stronger	a)	if	in	History	the	@irst	project	was	a	success	

instead	of	a	failure,	and	b)	if	in	Transfer	the	manager	sent	a	transfer	instead	of	withholding	

the	money.	From	now	on,	a	successful	@irst	project	(in	History	or	for	that	matter	Control)	or	a	

transfer	will	be	labeled	a	positive	experience,	and	a	failure	or	no	transfer	a	negative	experience.	
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In	the	bonding	model	discussed	 in	the	Introduction	the	additional	utility	of	a	bond	with	a	

manager	is	represented	by	the	affective	tie-value	weighted	payoff	of	that	manager.	Similarly,	

the	hedonic	value	of	the	blame	or	praise	felt	towards	a	manager	(as	in	Gurdal	et	al.,	2013)	

may	 be	 seen	 as	 an	 additional	 utility.	 Incorporating	 this	 additional	 emotion-related	 utility,	

denoted	by	𝜋7 ,	 into	 the	 investor’s	utility	 function,	we	can	compare	 the	expected	utility	of	

switching	to	an	alternative	manager	and	project	(E(πA),	see	(6a))	with	the	expected	utility	of	

staying	with	the	original	(E(πO),	see	(6b))	extended	with	𝜋7 .	Using	a	simple	linear	function,	

the	extended	utility	E(U)	from	each	of	these	two	possible	options	can	be	written	as:		

 𝐸>𝑈(𝜋5|ℎ)? = 𝐸(𝜋5|ℎ) + 𝜋7 			 (7a)	

 𝐸>𝑈(𝜋6)? = 𝐸(𝜋6)	 (7b)	

Assuming	that	𝜋7 	is	greater	after	a	positive	experience	than	a	negative	experience,	there	are	

more	combinations	of	project	payoffs	for	which	𝐸>𝑈(𝜋5|ℎ)?	is	larger	than	𝐸>𝑈(𝜋6)?	after	a	

positive	experience,	while	the	reverse	holds	for	a	negative	experience.	Therefore,	we	expect	

a	higher	(smaller)	proportion	of	investors	to	stay	with	their	original	project	and	manager	in	

case	of	a	positive	(negative)	experience.	

Because	of	our	focus	on	the	impact	of	gifts	versus	other	shared	experiences,	attention	will	be	

concentrated	on	the	@irst	project	of	History.	Note,	furthermore,	that	History’s	second	project,	

which	@inds	its	equivalent	in	the	@irst	project	of	Transfer	and	can	be	expected	to	have	similar	

effects	 as	 ascribed	 to	 its	 @irst	 project,	 is	 much	 more	 dif@icult	 to	 analyze	 due	 to	 being	

confounded	with	the	calculation	of	the	expected	value	of	proceeding	with	the	original	project.	

Moreover,	it	does	not	lend	itself	well	to	an	inter-treatment	comparison	since	it	is	not	clear	

how	the	(emotional)	effect	from	a	potential	transfer	interacts	with	an	additional	experience	

effect	of	a	different	type.	

Regarding	 the	potential	 relevance	of	 social	preferences	models	other	 than	 the	bonding	or	

affective	ties	model	discussed	in	the	Introduction,	note	that	none	of	the	prominent	models	of	
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altruism,	intention-based	reciprocity	or	those	concerning	distributional	consequences	(like	

inequality	aversion	or	envy	models)	appear	to	have	a	clear	bite	here	(see	Appendix	C).	This	

is	particularly	due	to	the	randomness	of	choices	and	the	equality	of	managerial	earnings	in	

the	experimental	design.	The	only	exception	could	relate	to	giving	or	withholding	a	transfer	

in	Transfer.11	But,	as	argued	and	further	detailed	in	Appendix	C,	our	results	(joint	with	the	

@indings	of	Malmendier	&	Schmidt,	2017)	cast	doubt	on	their	relevance.	

The	assumed	choice	mechanism	for	the	investor,	involving	Eqs.	(7a)	and	(7b),	is	the	same	in	

History	 and	 in	 Transfer,	 the	 only	 difference	 regards	 the	 potential	motivation.	Whereas	 in	

History	the	investor	is	expected	to	be	more	(less)	concerned	about	the	earnings	of	the	original	

manager	if	they	experienced	success	(failure)	 in	the	@irst	project,	 in	Transfer	the	trigger	is	

whether	the	manager	chose	to	send	the	transfer	or	not,	analogous	to	Malmendier	&	Schmidt	

(2017).	This	leads	to	our	@irst	hypothesis.	

Hypothesis	1.	The	probability	of	switching	to	the	alternative	product	(and	a	new	manager)	is	

lower	in	case	of	a	positive	experience	than	after	a	negative	experience.	

Merely	 showing	 this	 result	 is	 interesting.	 However,	 several	 issues	 may	 challenge	 its	

theoretical	 implications.	Subjects	could	be	confused	by	the	fact	that	one	project	–	the	@irst	

project	 in	 Control	 and	 in	 History	 –	 is	 not	 predictive	 of	 the	 success	 probability	 of	 future	

projects,	whereas	 the	other	project	 in	 fact	 is	predictive.	 In	addition,	 a	positive	experience	

could	generally	affect	 the	subjects’	emotional	state	regarding	any	 familiar	project,	making	

them	feel	more	positive	about	the	original	project,	as	opposed	to	the	person	who	chose	it.	

Moreover,	behavior	related	to	a	more	general	types	of	misunderstanding	probabilities,	such	

as	the	gambler’s	fallacy,	add	further	potential	problems.	Without	a	method	to	control	for	these	

effects	we	would	not	be	able	to	attribute	the	supposed	result	in	Hypothesis	1	to	the	assumed	

effect	of	 sharing	social	experiences.	Therefore,	 in	addition	 to	 the	 @irst	hypothesis,	we	also	

require	that	the	effect	size	of	the	different	experiences	is	larger	in	History	and	Transfer	than	

	
11	Inactive	managers	were	not	compensated	for	the	transfer	stage.	Therefore	active	managers	that	had	not	sent	

the	transfer	had	a	slightly	higher	payoff	than	inactive	managers.	
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in	Control.	Additionally,	as	discussed	above,	we	expect	a	stronger	effect	in	Transfer	than	in	

History.	This	leads	to	our	second	hypothesis.	

Hypothesis	2.	The	effect	of	different	experiences	on	the	probability	of	switching	 follows	the	

order	Control	<	History	<	Transfer.	

3	 Results	

	

N	 Age	 Female	
Economics	
Students	

	 Experienced	Histories	 	

−/−	 −/+	 +/−	 +/+	

Control	 48	 22.65	 24	(50%)	 31	(64.6%)	 83	(21.6%)	 109	(28.4%)	 109	(28.4%)	 83	(21.6%)	
History	 87	 22.07	 60	(69%)	 57	(65.5%)	 	 	 	 	

History,	Investors	only	 29	 22.1	 21	(72.4%)	 14	(48.3%)	 61	(26.3%)	 58	(25%)	 56	(24.1%)	 57	(24.6%)	
Transfer	 87	 22.26	 48	(55.2%)	 70	(80.5%)	 	 	 	 	

Transfer,	Investors	only	 29	 22.76	 16	(55.2%)	 24	(82.8%)	 34	(14.7%)	 32	(13.8%)	 80	(34.5%)	 86	(37.1%)	
Total	 222	 22.27	 132	(59.46%)	 158	(71.17%)	 178	(20.99%)	 199	(23.47%)	 245	(28.89%)	 226	(26.65%)	
A	”+”	indicates	either	a	successful	project	or	a	transfer,	a	”−”	indicates	a	failed	project	or	the	absence	of	a	transfer.	One	manager’s	age	was	ignored	due	to	obvious	
misreporting.	

Table	1:	Demographic	Data	and	Experienced	Histories	

Table	1	presents	demographic	data	about	the	participants	in	the	experiment	and	speci@ies	the	

histories	 that	 the	 investors	 in	 the	 different	 treatments	 experienced	prior	 to	making	 their	

decision	 about	 staying	with	 the	 same	 project	 (and	manager)	 or	 not.	 Note	 that	 a	 positive	

experience	(denoted	by	“+”)	now	also	comprises	the	experience	of	a	successful	@irst	project	in	

Control,	 and	 a	 negative	 experience	 (denoted	 by	 “-“)	 a	 failure	 in	 that	 case.	 For	 notational	

simplicity,	 a	 success	 or	 failure	 of	 the	 product	 prior	 to	 the	 switch	 or	 stay	 decision	 is	 also	

indicated	with,	respectively,	a	“+”	and	a	“-“.	An	experienced	history	contains	both	results.	Thus,	

for	example,	a	negative	experienced	history	is	indicated	by	“-/-“.		The	distribution	of	positive	

experiences	(the	sum	of	+/+	and	+/-	histories)	and	negative	experiences	(the	sum	of	-/+	and	

-/-	 histories)	 in	 Control	 is	 perfectly	 balanced	 at	 192	 each	by	design,	while	 in	History	 the	

balance	 is	 not	 perfect	 because	 some	 sessions	were	 run	with	 only	 18	 or	 21	 instead	 of	 24	
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participants	due	to	low	show-up,	leading	to	a	success	rate	of	48.7%.	Experienced	histories	in	

Transfer	are	a	 function	of	 the	participants’	decision	making:	managers	sent	 the	voluntary	

transfer	in	166	out	232	possible	cases,	a	grand	total	of	71.6%.	This	is	close	enough	to	our	

optimal	distribution	of	50%	to	allow	us	to	make	statements	about	the	reaction	of	investors	

to	either	receiving	the	transfer	or	not12.	

	

Figure	4:	Switching	Rate	across	Rounds	

	

Pooling	treatments,	there	is	no	signi@icant	change	in	the	investors’	switching	rate	across	the	

8	rounds	of	 the	experiment	(Figure	4)13.	 In	Transfer	there	appears	to	be	a	slight,	but	only	

weakly	signi@icant	increase	in	the	second	half	of	the	experiment14.	

	
12	The	hypothesis	of	equal	transfer	ratios	in	all	rounds	is	rejected	at	a	4%-signidicance	level	due	to	one	outlier	

in	round	3,	where	90%	of	all	transfer	are	sent.	Excluding	that	round	the	hypothesis	cannot	be	rejected	(Chi-square	
p=0.695).	Regressing	the	transfer	decision	on	a	trend	in	a	random	effects	model	produces	a	signidicantly	negative	
coefdicient	at	the	5%-level	(see	Figure	A.1	in	the	appendix).	

13	The	null	hypothesis	of	equal	project	switching	rates	in	the	different	rounds	cannot	be	rejected	(p=0.66)	and	
there	is	no	discernible	trend.	

14	p=	0.069	in	a	regression	of	only	the	trend	and	a	constant	in	a	random	effects	model.	
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We	 begin	 our	 investigation	 into	 the	 investor	 behavior	 with	 a	 simple	 question:	 Does	 the	

experience	 at	 the	 very	 beginning	 of	 a	 round	matter?	 Figure	 5a	 shows	 the	 proportions	 of	

investors	 choosing	 a	 new	 project	 (and	manager)	 after	 a	 negative	 experience	 and	 after	 a	

positive	experience	in	the	different	treatments.	Recall	that	a	perfectly	sel@ish	and	Bayesian	

investor	will	switch	in	62.5%	to	75%	of	all	cases,	irrespective	of	the	experience	or	treatment.	

A	switching	rate	of	53.6%	shows	up	in	case	of	a	negative	experience,	and	38.4%	in	case	of	a	

positive	experience;	a	highly	signi@icant	difference	(chi-square	test	statistic	of	16.1)15.	This	

result	con@irms	Hypothesis	1:	

Result	 1.	A	 positive	 experience	 leads	 to	 a	 signiEicant	 drop	 in	 switching	 rates	 relative	 to	 a	

negative	experience,	conEirming	Hypothesis	1.	

	 	

	
15	We	use	a	clustered	chi-square	procedure	(Stata	package	clchi2).	Here	and	later	we	cluster	at	the	subject	level.	

While	the	subjects	interact	indirectly,	we	argue	that	there	is	no	possible	channel	for	behavioral	spillover	within	a	
group	of	 investors,	allowing	us	to	treat	different	 investors	as	 independent.	We	also	ran	a	test	on	only	the	dirst	
round	as	a	robustness	check,	but	results	are	only	reported	if	they	differ	qualitatively	using	common	signidicance	
criteria.	
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Figure	5:	Switching	Rates	

Next,	 Figure	 5b	 shows	 the	 overall	 switching	 rates	 in	 the	 different	 treatments,	 revealing	 a	

constant	 decrease	 going	 from	 Control	 to	 History	 and	 Transfer.	 These	 differences	 are	 not	

signi@icant,	however16.	

A	 natural	 next	 step	 is	 to	 compare	 switching	 rates	 relative	 to	 types	 of	 experience	 in	 the	

separate	treatments;	see	Figure	5c.	While	the	difference	in	switching	rates	is	substantial	in		

Transfer	(36.9	percentage	points),	the	difference	in	History	(8)	is	not	only	nigh-identical	to	

Control	(8.3),	but	even	slightly	smaller.	The	only	treatment	in	which	the	investors’	behavior	

differs	signi@icantly	between	experiences	is	Transfer.	

	
16	The	lowest	p-value	occurs	comparing	Control	and	Transfer	at	p	=	0.204.	
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Another	dimension	along	which	to	compare	investors’	decisions	is	the	outcome	of	the	project	

implemented	just	prior	to	the	switch	or	stay	decision,	labeled	the	prior	project	from	now	on.		

Recall	 that	 the	 original	 prior	 project	 can	 be	 reimplemented	 by	 sticking	with	 the	 original	

manager.	The	expected	value	of	the	alternative	project	is	adjusted	to	the	expected	value	of	a	

new	implementation	of	 the	original	project,	as	can	be	calculated	using	Bayesian	updating.	

Nevertheless,	a	positive	experience	effect	of	the	original	project	might	still	be	expected.	This	

is	not	observed,	however,	as	the	difference	decreases	between	Control	and	History,	and	even	

reverses	in	Transfer	(Figure	5d).	

The	ability	of	participants	to	correctly	perform	Bayesian	updating	is	not	at	the	core	of	our	

analysis	and	not	necessary	for	the	interpretation	of	our	experimental	@indings.	Nevertheless,	

note	that	investors	have	a	monetary	incentive	to	switch	projects	more	often	if	it	is	relatively	

bene@icial	to	do	so.	Figure	6	distinguishes	the	different	alternatives	that	investors	faced	in	the	

experiment.	Pooling	all	treatments,	there	seems	to	be	a	discernible	effect	when	comparing	

the	most	 extreme	 cases	 of	 positive	 or	 negative	 differences	 in	 expected	 value	 (19.8%,	p	 <	

0.01) 17 .	 However,	 there	 is	 no	 monotonic	 increase	 in	 switching	 rates	 with	 increasing	

differences	 in	 expected	 value.	 The	 same	 is	 true	 for	 the	 projects	with	 different	 variances,	

where	one	would	expect	an	increasing	switching	rate	the	lower	the	variance	of	the	alternative	

project.	

	 	

	
17	In	this	case	the	data	are	insufdicient	to	run	a	meaningful	test	using	only	the	dirst	round.	
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Project Switching by Dilemma Type 
	

	

	

Original	and	alternative	projects	either	have	the	same	expected	value	and	variance	or	differ	in	one	of	these	two	
dimensions.	Labels	refer	to	the	situation	in	which	the	respective	values	for	the	original	project	differ	from	the	
alternative	project	(taken	as	benchmark);	the	other	dimension	is	always	identical	between	projects.	For	example,	
in	 case	 of	 the	 expected	 value	 -20	 the	 original	 project	 has	 an	 expected	 value	 that	 is	 20	 units	 lower	 than	 the	
alternative	project,	 implying	that	switching	 is	 the	best	response	for	a	purely	self-interested	 investor.	Expected	
value	differences	are	in	absolute	values,	while	differences	in	standard	deviation	are	in	relative	values,	rounded	to	
full	percentage	points.	

Figure	6:	Project	Switching	by	Dilemma	Type	

So	far,	we	have	only	compared	the	investors’	behavior	relative	to	their	different	experiences	

within	the	three	treatments.	Hypothesis	2	goes	one	step	further.	There,	we	hypothesized	that	

the	effect	of	different	experiences	on	the	switching	rate	 should	be	smallest	 in	Control	and	

largest	in	Transfer,	with	History	in	the	middle.	Figure	5c	indeed	suggests	that	the	difference	

is	largest	in	Transfer.	Comparing	Control	and	History,	however,	the	difference	is	smallest	in	

Control.	To	come	to	a	more	conclusive	statement,	we	use	panel	(logit)	regressions	in	which	

treatments	are	interacted	with	experiences	(Table	2).	The	switching	probability	in	Control	

after	 a	 negative	 experience	 and	 prior	 result	 forms	 the	 baseline.	 Irrespective	 of	 the	
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speci@ication,	the	results	fall	in	line	with	the	@irst	impression	from	Figure	5c.	The	coef@icient	

of	the	interaction	term	between	Transfer	and	a	positive	experience	is	always	negative	and	

signi@icant	 at	 the	1%-level,	while	 the	 coef@icient	 of	 the	 interaction	between	History	 and	a	

positive	experience	is	not	signi@icant.	
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Random	effects	model	with	z-statistics	in	parentheses,	using	robust	standard	errors.	
*:	p<0.05,	**:	p<0.01,	***:	p<0.001	

  	
Table	2:	Investor	Decision	Regressions	(logit	model)	

	 Investor	switches	project	

	 (1)	 (2)	 (3)	 (4)	 (5)	

Control	 	 	 	 	 0.262	
(1.00)	

History	 -0.119	
(-0.48)	

	 -0.190	
(-0.74)	

-0.263	
(-1.00)	

	

Transfer	 0.699∗	
(2.22)	

	 0.630	
(1.95)	

0.623	
(1.91)	

0.886	
(2.48)	

Positive	Experience	 -0.348	
(-1.66)	

-0.707∗∗∗	
(-4.73)	

-0.497∗	
(-2.29)	

-0.499∗	
(-2.30)	

-0.335	
(-1.20)	

Control	x	Positive	
Experience	

	 	 	 	 -0.163	
(-0.46)	

History	×	Positive	
Experience	

0.0160	
(0.05)	

	 0.139	
(0.40)	

0.163	
(0.46)	

	

Transfer	×	Positive	
Experience	

-1.214∗∗	
(-3.18)	

	 -1.075∗∗	
(-2.75)	

-1.047∗∗	
(-2.67)	

-1.210**	
(-2.80)	

Prior	Result	Positive	 	 -0.708∗∗∗	
(-4.81)	

-0.699∗∗∗	
(-4.71)	

-0.723∗∗∗	
(-4.83)	

-0.723***	
(-4.83)	

Expected	Value	
Difference	

	 -0.028∗∗	
(-3.18)	

-0.027∗∗	
(-3.01)	

-0.026∗∗	
(-2.87)	

-0.026**	
(-2.87)	

SD	Difference	 	 0.004	
(0.30)	

0.003	
(0.37)	

0.003	
(0.33)	

0.003	
(0.33)	

Round	 	 	 	 0.020	
(0.61)	

0.020	
(0.61)	

Female	 	 	 	 0.066	
(0.40)	

0.066	
(0.40)	

Age	 	 	 	 0.008	
(0.29)	

0.008	
(0.29)	

Economics	Student	 	 	 	 -0.206	
(-1.16)	

-0.206	
(-1.16)	

Choice	number	 	 	 	 -0.053	
(-1.56)	

-0.053	
(-1.56)	

		Constant	 0.066	
(0.43)	

0.452∗∗	
(3.21)	

0.408∗	
(2.26)	

0.486	
(0.65)	

0.223	
(0.31)	

Individuals	 106	 106	 106	 106	 106	

N	 848	 848	 848	 848	 848	
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This	impression	is	con@irmed	by	running	chi-square	tests	over	the	differences	in	switching	

rates	predicted	by	the	(logit)	coef@icients	in	the	different	treatments18.	Moreover,	a	regression	

similar	to	speci@ication	(4)	using	History,	instead	of	Control,	as	baseline	con@irms	the	absence	

of	a	difference	in	the	differences	between	Control	and	History	(5),	while	there	is	a	signi@icant	

negative	 interaction	 of	 Transfer	 with	 a	 positive	 experience.	 In	 conclusion,	 only	 partial	

evidence	for	Hypothesis	2	obtains:	

Result	 2.	Switching	 rates	 after	 different	 experiences	 are	 not	 signiEicantly	 different	 between	

Control	and	History,	failing	to	support	Hypothesis	2.	However,	as	hypothesized,	in	the	Transfer	

treatment	the	difference	in	switching	rates	is	signiEicantly	larger	than	in	the	Control	and	History	

treatments.	

Additional	signi@icant	@indings	relate	to	the	result	of	the	prior	project	and	differences	in	the	

expected	 values	 of	 the	 original	 and	 alternative	 projects.	 A	 positive	 outcome	 of	 the	 prior	

project	leads	to	a	lower	switching	rate,	while	a	difference	between	the	expected	values	of	the	

original	project	and	the	alternative	project	affects	switching	in	the	expected	direction	also	

(that	is,	the	higher	the	expected	value	of	the	original	project	the	less	switching	is	predicted).19	

	

Our	next	issue	concerns	the	decision	time	of	investors.	Interestingly,	the	decision	times	in	the	

two	social	treatments	History	and	Transfer	are	signi@icantly	–	and	more	than	40%	–	longer	

than	in	Control	(Figure	7)20.	The	difference	in	decision	times	between	History	and	Transfer,	

on	 the	 other	 hand,	 is	 negligible	 at	 0.5	 seconds.	 This	 result	 seems	 driven	 by	 a	 smaller	

proportion	of	investors	making	their	decision	very	quickly	(see	density	estimate	in	Appendix	

	
18 	Predicted	 between-treatment-change	 in	 the	 difference	 of	 switching	 probabilities	 relative	 to	 experience,	

keeping	all	other	variables	at	their	mean	and	using	specidication	(4)	from	Table	2:	Control	vs	History	3.9%,	p	=	
0.64;	Control	vs	Transfer:	23.5%,	p	<	0.01.	

19	In	line	with	Malmendier	&	Schmidt	(2017)	no	effect	of	gender	and	dield	of	study	is	observed.	See	Appendix	
Table	A.2	for	the	same	regression	using	a	probit	model.	Results	are	qualitatively	the	same.	
20	Using	clustered	t-test,	both	Control	vs	History	and	Control	vs	Transfer	investor	decision	time	comparisons	

have	p-values	below	0.001,	while	the	difference	between	History	and	Transfer	is	not	signidicant.	As	for	investor	
decisions,	decision	time	comparisons	were	also	run	on	only	the	dirst	round	as	a	robustness	check	(here	using	a	
simple	logit	instead	of	a	random	effects	panel	model),	but	results	are	only	reported	if	they	differ	qualitatively	using	
common	signidicance	criteria.	Note	that	all	decision	times	include	the	3	seconds	that	an	investor	must	wait	as	part	
of	the	condirmation	screen,	plus	additional	waiting	time	if	they	decide	to	change	their	decision	before	condirming.	
In	History	and	Transfer	subjects	see	an	additional	reminder	of	the	effect	a	decision	has	on	the	managers,	but	that	
is	identical	in	all	8	rounds	and	hence	unlikely	to	be	relevant	for	this	comparison.	
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Figure	 A.2)	 and	 is	 stable	 across	 rounds	 (see	 Appendix	 Figure	 A.3).	 A	 panel	 regression	

con@irms	these	@indings	(Appendix	Table	A.3).	Interestingly,	decision	speeds	do	not	seem	to	

be	correlated	with	either	the	decision	made	by	the	investor	or	the	absolute	difference	in	the	

expected	value	or	variance	between	the	two	projects21.	

	

Figure	7:	Investor	Decision	Times	(seconds)	
	
Finally,	 as	 part	 of	 the	 post-experiment	 questionnaire	managers	 were	 asked	 for	 the	most	

important	 reason	why	 they	 send	 a	 transfer,	 if	 they	 sent	 any.	 In	 line	 with	 the	 @indings	 of	

Malmendier	&	Schmidt	(2017),	a	strategic	sel@ish	motivation	dominates,	with	86%	(50	out	of	

58,	Question	6	in	B.2.1)	hoping	that	it	would	make	the	investor	stay	with	their	project;	only	7	

wanted	to	be	kind,	and	only	1	mentioned	the	group	income	(ef@iciency)	as	motive.	Note	that	

the	absence	of	kindness	is	no	problem	for	the	affective	ties	model	(ATM),	because	it	focuses	

on	directed	actions	and	the	emotions	they	trigger,	irrespective	of	the	underlying	motivation	

(intentions).	

	

	
21	Note	from	Appendix	Figure	A.4	that	in	both	social	treatments,	after	a	positive	experience,	the	decision	time	

for	staying	with	the	current	manager	is	longer	than	for	decisions	to	switch,	a	relationship	that	completely	reverses	
after	a	negative	experience,	whereas	no	reversal	is	observed	in	Control	(difference	between	stay	and	switch	in	
Control:	 from	+0.2	 to	 +0.2;	 in	History:	 from	+2.6	 to	 -2.1	 seconds;	 in	 Transfer:	 from	+2	 to	 -4.8	 seconds).	 The	
differences	only	become	weakly	signidicant	in	a	regression	using	an	experience/investor	decision	dummy	when	
pooling	the	social	treatments,	but	not	when	analyzed	in	any	treatment	in	isolation,	however.	
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Regarding	 the	 emotionality	 of	 investors,	 the	 questionnaire	 comprised	 a	 set	 of	 questions	

concerning	 their	 affective	 response	 to	 either	 receiving	 a	 transfer	 from	 a	 manager	 (in	

Transfer)	 or	 experiencing	 a	 successful	 @irst	 project	 with	 a	 manager	 (in	 History)22 .	 More	

speci@ically,	 they	were	 asked	 (with	 a	 5-point	 intensity	 scale)	whether	 they	 felt	 a	 positive	

emotion	and	a	 sense	of	obligation	 towards	such	a	manager,	 and	whether	 they	were	more	

likely	 to	 stay	 with	 that	 manager	 (and	 product).	 Figure	 8	 shows	 the	 distribution	 of	 their	

answers	in	the	two	treatments.	Regarding	the	emotion	question,	the	distribution	of	answers	

in	History	is	bimodal	with	33%	choosing	1,	the	lowest	possible	score	on	the	intensity	scale.	

In	Transfer	0%	chose	1,	while	75%	chose	a	value	of	4	or	5.	This	picture	is	con@irmed	by	the	

questions	regarding	the	feeling	of	a	sense	of	obligation	towards	the	manager	and	the	direct	

question	concerning	their	likelihood	to	stay	with	such	a	manager.	There	is	always	a	lot	more	

mass	 on	 the	 upper	 part	 of	 distribution	 in	 Transfer	 compared	 to	 History.	 In	 all	 questions	

average	scores	are	signi@icantly	higher	in	the	former,	with	p-values	below	0.001.	This	suggests	

that	emotionality	indeed	played	a	much	stronger	role	in	Transfer	than	in	History,	as	expected	

in	the	Introduction.		

		

Correlations	between	the	intensity	scores	regarding	the	emotion,	obligation	feeling	and	likely	

to	stay	questions,	 for	History	and	Transfer,	 show	that	 the	only	signi@icant	correlations	are	

between	emotion	and	obligation	feeling	in	History	(0.54,	p	=	0.004)	and	between	emotion	

and	likely	to	stay	in	Transfer	(0.41,	p	=	0.027),	whereas	obligation	feeling	and	likely-to-stay	

are	not	signi@icantly	correlated	in	either	treatment.23	These	@indings	suggest	that	the	feeling	

of	an	obligation	plays	a	relatively	stronger	role	in	History	and	likely	to	stay	in	Transfer.	Joint	

with	the	observed	stay-reaction	to	positive	experiences	only	in	Transfer	(Table	2),	it	is	not	

surprising	that	investor	decision	regressions	including	these	questionnaire	data	show	that	

the	 emotion	 and	 likely	 to	 stay	 scores	 are	 predictive	 of	 the	 stay-reaction	 in	 that	 case	 (see	

	
22	See	Appendix	Section	B.2	for	the	exact	questions.	Note	that,	due	to	a	coding	error,	the	dinal	answer	should	have	
been	“The	dirst	project	never	succeeded”	in	the	History	treatment	but	was	shown	as	“Never	received	a	transfer.”	
This	was	not	noticed	by	any	subjects	during	the	experiment.	

23	Emotion	and	obligation	feeling	are	only	weakly	correlated	in	Transfer	(0.35,	p	=	0.06).	See	table	A.4	for	a	full	
overview.	
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Appendix	 Table	 A.5)24 .	 Interestingly,	 in	 these	 regressions,	 obligation	 shows	 a	 signi@icant	

switch-reaction	to	negative	experiences25,	but	only	a	marginally	signi@icant	stay-reaction	(of	

similar	size)	to	positive	experiences.	Although	Gurdal	et	al.	(2013)	do	not	measure	speci@ic	

emotions,	our	observations	seem	to	provide	some	support	for	their	unjusti@ied	blame	model,	

discussed	 in	 the	 Introduction.	 The	 fact	 that	 this	 does	 not	 show	 up	 in	 the	 switching	 rate	

regressions	 (Table	 2)	 seems	 due	 to	 the	 relatively	 small	 number	 of	 participants	 reporting	

relatively	high	scores	(only	8/29	scoring	at	least	3	on	the	5-point	intensity	scale).	

	

Gurdal	et	al.	(2013)	see	blame	as	an	emotional	expression	that	“can	be	rationally	supported	

as	 part	 of	 a	 normative	 morality”	 (op.	 cit.,	 pp1208-1209).	 A	 relationship	 with	 norms	

differentiates	it	from	the	observed	bonding	involved	in	likely	to	stay	in	Transfer.26	Although	

one	may	feel	obliged	upon	receiving	a	gift	from	a	stranger,	the	affective	tie	that	it	creates	–	

which	endogenizes	a	preference	to	take	an	interaction	partner’s	welfare/utility	into	account	

(see	 Eq.	 (7a))	 –	 loosens	 the	 feeling	 of	 an	 obligation	 to	 reciprocate	 (see	 Silk,	 2003,	 and	

references	therein).27	Recall,	in	this	context,	the	lack	of	correlation	between	likely-to-stay	and	

obligation.	

	

	
24	Running	the	same	regressions	separately	for	History	and	Transfer	mostly	results	in	results	too	weak	to	make	
conclusive	statements	about	the	directionality	of	the	effect,	except	for	likely	to	stay,	the	coefdicient	of	which	is	
negative	and	signidicant	(p	=	0.03),	when	interacted	with	positive	experience	in	Transfer.	
25	Consistent	with	our	argumentation,	adding	the	interaction	term	“Obligation	x	Transfer”	shows	an	insignidicant	
effect	of	obligation	in	Transfer,	while	leaving	the	other	estimates	qualitatively	the	same.			
26	According	to	van	Winden	(2023)	the	internalization	of	a	social	norm	requires	an	already	existing	positive	bond	
with	the	norm	instiller(s).	
27	This	contrasts	with	Malmendier	&	Schmidt’s	(2017,	p514)	view	“of	a	gift	as	creating	a	bond	and	an	obligation	
to	reciprocate”.	They	also	argue	that	this	obligation	follows	a	universal	internalized	social	norm.		
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Two	subjects	answered	they	had	not	experienced	a	success	in	the	dirst	project	when	asked	for	their	emotion	rating,	
leaving	27	observations.	In	all	other	cases	we	have	answers	from	all	29	investors	in	both	treatments.	

Figure	8:	Questionnaire:	investor	scores	on	emotion,	obligation,	and	likelihood	to	stay	with	a	
project	manager	after	a	positive	experience	
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4	Concluding	Discussion	

Our	 experimental	 results	 show	 a	 clear	 differential	 impact	 on	 an	 investor-manager	

relationship	of	a	context	where	the	manager	has	the	option	to	provide	a	transfer	(gift)	to	the	

investor	who	randomly	selected	the	manager	(Transfer),	compared	to	a	context	where	the	

two	only	share	an	experience	concerning	the	resolution	of	a	project	randomly	selected	by	the	

manager	(History).	In	Transfer,	compared	to	a	non-social	yet	otherwise	comparable	context	

(Control),	 the	rate	of	switching	to	a	new	manager	and	product	after	a	positive	experience	

(receiving	a	transfer)	is	smaller.	In	stark	contrast,	in	History	no	such	change	is	observed.	

	

Like	Malmendier	&	Schmidt	(2017)	we	@ind	a	strong	(transfer	vs	no	transfer)	gift	effect	that	

reaches	 almost	 37	 percentage	 points	 (44	 in	 their	 paper).28 	This	 is	 despite	 the	 fact	 that	

decision	makers	in	our	case	only	face	their	decision	to	stay	or	switch	after	an	intermediate	

project.	 Not	 only	 does	 this	 project	 end	 with	 the	 cognitively	 strenuous	 task	 of	 having	 to	

evaluate	 the	 relative	 value	 of	 two	 project	 options,	 it	 also	 adds	 to	 the	 passing	 of	 a	 non-

negligible	amount	of	time	between	transfer	and	decision.	This	makes	our	study	a	much	more	

demanding	test	of	a	gift	effect	than	the	one	investigated	in	Malmendier	&	Schmidt	(2017).	

Our	experimental	design	further	differs	from	that	experiment	in	that	in	our	case	the	decision	

is	 one	 about	 an	 ongoing	 relationship,	 as	 opposed	 to	 @irst-time	 choosing	 between	 two	

unknown	producers.	The	comparison	with	a	non-social,	yet	otherwise	comparable	treatment	

makes	for	another	difference.	

	

The	affective	ties	model	(ATM)	requires	a	hedonic	action	for	bonding	to	occur,	irrespective	of	

its	 underlying	motivation	 (van	 Dijk	 &	 van	Winden,	 1997;	 van	Winden,	 2023).	 The	 above	

@indings	 for	Transfer	and	History	are,	 therefore	 in	 line	with	 that	model.	The	self-reported	

	
28	To	put	the	impact	of	a	transfer	into	further	perspective,	note	that	its	effect	on	the	investor’s	earnings	is	much	
less	dramatic,	compared	to	the	potential	gains	in	the	other	two	treatments.	While	a	successful	product	outcome	
implied	a	gain	of	200	ECU	relative	to	a	product	failure,	a	transfer	only	earned	20	ECU.	
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strategic	sel@ish	motivation	 for	sending	a	 transfer	and	the	 feeling-related	responses	 in	 the	

post-experimental	questionnaire	are	supportive	in	this	respect.	After	a	positive	experience,	

participants	 in	Transfer	are	much	more	emotional	 than	 in	History,	and	report	 to	be	much	

more	likely	to	stay	with	the	original	manager.	Interestingly,	the	feeling	of	an	obligation	also	

occurs	in	Transfer,	but	it	is	not	correlated	with	the	self-reported	likelihood	to	stay	in	reaction		

to	a	transfer.	This	makes	sense	as	it	badly	@its	an	affective	tie	(feeling	obliged	for	a	small	gift	

is	for	strangers,	not	for	friends)	in	contrast	to	a	social	norm.	Moreover,	it	is	clearly	correlated	

with	emotional	intensity	in	History	only.	And,	only	in	History,	furthermore,	we	@ind	a	clear	

negative	effect	of	feeling	an	obligation	in	case	of	a	negative	experience	(project	failure),	which	

reminds	 of	 the	 unjusti@ied	 blame	 observed	 in	 Gurdal	 et	 al.	 (2013).	 However,	 this	 feeling	

appears	too	weak	among	the	participants	to	have	an	effect	at	the	group	level.				

	

The	participants’	understanding	of	the	relative	values	of	the	different	projects	presented	to	

them	 was	 at	 best	 tenuous	 (Figure	 6).	 At	 least	 in	 Control	 one	 would	 expect	 a	 dramatic	

difference	 in	 switching	 rates	 between	 the	 situation	 in	 which	 switching	 is	 advantageous	

compared	 to	 when	 it	 is	 disadvantageous.	 This	 is	 not	 in	 and	 of	 itself	 a	 problem	 for	 our	

comparative	analysis,	however,	as	the	dilemmas	that	participants	faced	are	identical	across	

treatments.	 Furthermore,	 substantial	 evidence	 exists	 suggesting	 that	 a	 complex	 decision	

making	 task	 (cognitive	 load)	 need	 not	 stand	 in	 the	way	 of	more	 intuitive	 and	 emotional	

mechanisms	like	ATM	and,	on	the	contrary,	actually	give	these	a	better	chance	(see	discussion	

and	references	in	Subsection	2.2).	Thus,	there	is	little	reason	to	believe	that	the	intensity	of	

an	investor’s	loyalty	towards	a	manager	is	weakened	by	the	complexity	of	the	situation.	

	

A	remarkable	difference	between	the	social	treatments	(History	and	Transfer)	and	the	non-

social	treatment	(Control)	concerns	the	investor’s	time	involved	in	making	the	stay	or	switch	

decision,	which	is	substantially	longer	–	while	very	similar	–	in	the	former.		Although	it	is	not	

clear	at	this	stage	what	exactly	the	reason	is,	a	plausible	driving	factor	concerns	the	extended	
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utility	of	an	investor	in	that	situation,	due	to	an	additional	norm	and/or	interaction	partner’s	

payoff	related	utility	component.	

	

Another	 issue	 deserving	 further	 research	 regards	 the	 question	what	 counts	 as	 a	 relevant	

action	for	bonding.29	What	seems	essential	is	that	the	behavior	of	a	protagonist	(manager)	

has	 an	 associated	 hedonic	 impact	 on	 the	 decision	 maker	 (investor).	 Through	 the	

randomization	 in	 our	 design	 a	 project’s	 success	 or	 failure	 gives	 minimal	 (no)	 direct	

information	about	the	manager’s	type	that	the	investor	is	dealing	with,	which	is	key	in	the	

affective	tie	model	(van	Winden,	2023).	

	

A	further	avenue	for	future	research	concerns	the	controlling	for	participants’	initial	prosocial	

attitudes	 towards	 interaction	 partners,	 based	 on	 past	 interaction	 experiences	 in	 similar	

situations,	referred	to	as	generalized	tie	value	above	(see	footnote	3).	A	practical	measure	of	

which	would	be	their	social	value	orientation,	a	frequently	used	psychological	measure	in	the	

study	of	 social	dilemmas	(for	some	reviews,	 see:	Au	&	Kwong,	2004;	Bogaert	et	al.,	2008;	

Murphy	et	al.,	2011).		

	

In	 conclusion,	 this	 study	 provides	 clear	 experimental	 support	 for	 the	 relevance	 of	 social	

preference	 dynamics	 (bonding)	 in	 an	 investor-manager	 relationship,	 based	 on	 (even	

relatively	minor)	direct	hedonic	interaction	experiences.	Only	weak	evidence	is	obtained	for	

unjustified	blame	or	praise.	

			

	
29	For	a	related	discussion	in	social	psychology	concerning	the	conditions	for	the	reduction	of	prejudice	through	
intergroup	contact	(contact	hypothesis),	see	Paluck	et	al.,	2019.	



	

Appendix	A:	 Additional	Figures	and	Tables	

	

Table	A.1a:	Possible	situations	after	an	experienced	failure	

	

	

Table	A.1b:	Possible	situations	after	an	experienced	success	

EV ex 
ante

EV after 
failure

SD ex 
ante

SD ex 
post

Earnings if 
success

Earnings if 
failure

Expected 
value

Standard 
Deviatio

Difference 
EV*

Difference 
SD**

Same EV/SD 200 175 100 96.8 272 78 175 97 0 0%
Different EV 200 175 100 96.8 262 68 165 97 10 0%
Different EV 200 175 100 96.8 273 79 176 97 -1 0%
Different EV 200 175 100 96.8 282 88 185 97 -10 0%
Different EV 200 175 100 96.8 292 98 195 97 -20 0%
Different SD 200 175 100 96.8 283 67 175 108 0 -10%
Different SD 200 175 100 96.8 263 87 175 88 0 10%
Different SD 200 175 100 96.8 256 94 175 81 0 20%

Original Project
Alternative Project

Comparison 
Alternative Project

∗ The difference in expected value is expressed as the absolute difference in ECU by which the original project differs 
from the benchmark alternative project.
∗∗ The difference in standard deviation is the relative difference in variance of the original project compared to the 
alternative project, rounded to full percentage points.

EV ex 
ante

EV after 
failure

SD ex 
ante

SD ex 
post

Earnings if 
success

Earnings if 
failure

Expected 
value

Standard 
Deviation

Difference 
EV*

Difference 
SD**

Same EV/SD 200 225 100 96.8 322 128 225 97 0 0%
Different EV 200 225 100 96.8 312 118 215 97 10 0%
Different EV 200 225 100 96.8 323 129 226 97 -1 0%
Different EV 200 225 100 96.8 332 138 235 97 -10 0%
Different EV 200 225 100 96.8 342 148 245 97 -20 0%
Different SD 200 225 100 96.8 333 117 225 108 0 -10%
Different SD 200 225 100 96.8 313 137 225 88 0 10%
Different SD 200 225 100 96.8 306 144 225 81 0 20%

Original Project
Alternative Project

Comparison 
Alternative Project

∗ The difference in expected value is expressed as the absolute difference in ECU by which the original project differs 
from the benchmark alternative project.
∗∗ The difference in standard deviation is the rel. difference in variance of the original project compared to the 
alternative project, rounded to full percentage points.
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Figure	A.1:	Transfer	Decisions	over	Different	Rounds	 	
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	 Investor	switches	project	

	 (1)	 (2)	 (3)	 (4)	 (5)	

Control	 	 	 	 	 0.158	
(0.97)	

History	 -0.074	
(-0.48)	

	 -0.113	
(-0.71)	

-0.158	
(-0.97)	

	

Transfer	 0.430∗	
(2.24)	

	 0.368	
(1.90)	

0.363	
(1.85)	

0.521*	
(2.43)	

Positive	Experience	 -0.216	
(-1.66)	

-0.435∗∗∗	
(-4.77)	

-0.307∗	
(-2.68)	

-0.310∗	
(-2.31)	

-0.211	
(-1.22)	

Control	x	Positive	
Experience	

	 	 	 	 -0.100	
(-0.46)	

History	×	Positive	
Experience	

0.009	
(0.05)	

	 0.085	
(0.39)	

0.100	
(0.46)	

	

Transfer	×	Positive	
Experience	

-0.749∗∗	
(-3.21)	

	 -0.631∗∗	
(-2.68)	

-0.612∗∗	
(-2.59)	

-0.711**	
(-2.73)	

Prior	Result	Positive	 	 -0.435∗∗∗	
(-4.83)	

-0.424∗∗∗	
(-4.69)	

-0.439∗∗∗	
(-4.81)	

-0.439***	
(-4.81)	

Expected	Value	Difference	 	 -0.017∗∗	
(-3.18)	

-0.016∗∗	
(-3.00)	

-0.016∗∗	
(-2.86)	

-0.0156**	
(-2.86)	

SD	Difference	 	 0.003	
(0.48)	

0.002	
(0.38)	

0.002	
(0.34)	

0.002	
(0.34)	

Round	 	 	 	 0.011	
(0.58)	

0.011	
(0.58)	

Female	 	 	 	 0.041	
(0.40)	

0.041	
(0.40)	

Age	 	 	 	 0.006	
(0.32)	

0.006	
(0.32)	

Economics	Student	 	 	 	 -0.123	
(-1.12)	

-0.123	
(-1.12)	

Choice	number	 	 	 	 -0.033	
(-1.60)	

-0.033	
(-1.60)	

Constant	 0.041	
(0.43)	

0.278∗∗	
(3.22)	

0.248∗	
(2.22)	

0.287	
(0.63)	

0.129	
(0.29)	

Individuals	 106	 106	 106	 106	 106	

N	 848	 848	 848	 848	 848	
Random	effects	model	with	z-statistics	in	parentheses,	using	robust	standard	errors.	
*:	p<0.05,	**:	p<0.01,	***:	p<0.001	
	

Table	A.2:	Investor	Decision	Regressions	(probit	model)	
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Figure	 A.2:	 Decision	 Time	 Density	 Estimate	 (ignoring	 outliers	 above	 50	 seconds;	
Epanechnikov	kernel	with	bandwidth	of	1	second)	

	

Figure	A.3:	Decision	Time	in	Different	Rounds	
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Figure	A.4:	Decision	Time	by	Experience	
	 	

10.8	 10.6	

0	
5	

10
	

15
	

20
	

Ti
m

e 
in

 s
ec

on
ds
	

stay	 change	

Control, Positive Experience	

11.2	 11.0	

0	
5	

10
	

15
	

20
	

Ti
m

e 
in

 s
ec

on
ds
	

stay	 change	

Control, Negative Experience	

17.7	
15.1	

0	
5	

10
	

15
	

20
	

Ti
m

e 
in

 s
ec

on
ds
	

stay	 change	

History, Positive Experience	

13.8	
15.9	

0 	
5	

10
	

15
	

20
	

Ti
m

e 
in

 s
ec

on
ds
	

stay	 change	

History, Negative Experience	

15.7	
13.7	

0	
5	

10
	

15
	

20
	

Ti
m

e 
in

 s
ec

on
ds
	

stay	 change	

Transfer, Positive Experience	

12.1	

16.9	

0	
5	

10
	

15
	

20
	

Ti
m

e 
in

 s
ec

on
ds
	

stay	 change	

Transfer, Negative Experience	



43	

	
	 Decision	Time	

	 (1)	 (2)	 (3)	 (4)	

History	 3.595	
(2.54)	

	 3.440*		
(2.43)	

3.686**		
(2.62)	

Transfer	 4.267	
(2.55)	

	 4.180*		
(2.49)	

4.734**		
(2.94)	

Positive	Experience	 -0.389	
(-0.35)	

0.485	
(0.63)	

-0.622	
(-0.56)	

-0.606	
(-0.60)	

History	×	Positive	
Experience	

2.523	
(1.39)	

	 2.801	
(1.55)	

2.619	
(1.58)	

Transfer	×	Positive	
Experience	

0.110	
(0.06)	

	 0.292	
(0.15)	

-0.831	
(-0.47)	

Investor	Switches	
Project	

	 -0.360	
(-0.46)	

-0.376	
(-0.48)	

-0.106	
(-0.15)	

Prior	Result	Positive	 	 -1.490*	
(-1.97)	

-1.587*		
(-2.10)	

-1.599*		
(-2.32)	

Absolute	Expected	
Value	Difference	

	 0.00198	
(0.03)	

0.000921	
(0.02)	

-0.00277	
(-0.05)	

Absolute	SD	
Difference	

	 -0.0586	
(-0.95)	

-0.0586	
(-0.95)	

-0.0614	
(-1.10)	

Round	 	 	 	 -1.843**	
(-12.80)	

Female	
	 	 	 -0.0618	

(-0.07)	

Age	
	 	 	 -0.208	

(-1.29)	

Economics	Student	
	 	 	 1.558	

(1.53)	

Choice	Number	
	 	 	 -0.0132	

(-0.08)	
Constant	 11.10***	

(12.72)	
14.32***	
(13.66)	

12.48***		
(10.42)	

24.48***	
(5.81)	

Individuals	 106	 106	 106	 106	
N	 848	 848	 848	 848	
R2	 0.0434	 0.0071	 0.0499	 0.2009	
Random	effects	model	with	z-statistics	in	parentheses,	using	robust	standard	errors.	
*:	p<0.05,	**:	p<0.01,	***:	p<0.001	
	

Table	A.3:	Investor	Decision	Time	Regression	
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	 History	 Transfer	

Emotion	and	Obligation	 0.54	(0.0038)**	 0.35	(0.0598)	

Obligation	and	Likelihood	to	Stay	 0.15	(0.4260)	 0.06	(0.7430)	

Emotion	and	Likelihood	to	Stay	 0.11	(0.5742)	 0.41	(0.0266)*	

Table	A.4:	Correlations	between	Questionnaire	Answers	

	
	 Investor	Switches	Project	

	 (1)	 (2)	 (3)	

Transfer	 -0.0152	
(-0.05)	

-0.203	
(-0.73)	

0.396	
(1.47)	

Positive	Experience	
0.134	
(0.25)	

-0.0514	
(-0.10)	

0.167	
(0.35)	

Result	previous	project	
-0.00932	
(-0.05)	

-0.0217	
(-0.11)	

-0.0346	
(-0.17)	

Expected	Value	Difference	
-0.0296*	
(-2.39)	

-0.0288*	
(-2.36)	

-0.0276*	
(-2.26)	

SD	difference	
0.0112	
(0.91)	

						0.0137	
					(1.13)	

0.0135	
(1.12)	

Emotion	
0.210	
(1.55)	

	 	

Positive	Experience	×	Emotion	
-0.333*	
(-2.11)	

	 	

Obligation	
	 0.424**	

(2.71)	
	

Positive	Experience	×	Obligation	
	 -0.337	

(-1.88)	
	

Likelihood	to	Stay	
	 	 0.0304	

(0.22)	
Positive	Experience	×	Likelihood	to	
Stay	

	 	 -0.409*	
(-2.53)	

Constant	 -0.438	
(-0.97)	

-0.800*	
(-1.99)	

-0.0670	
(-0.17)	

Individuals	 56	 58	 58	
N	 448	 464	 464	
Random	effects	model	with	z-statistics	in	parentheses,	using	robust	standard	errors.	
*:	p<0.05,	**:	p<0.01,	***:	p<0.001	

Table	A.5:	Investor	decision	regressions	
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Appendix	B	 Supplementary	Material	

B.1	 Instructions	

B.1.1		 Control	Treatment	

Welcome	to	this	experiment	

In	this	experiment	you	can	earn	a	substantial	amount	of	money.	Your	earnings	will	be	paid	
to	you	privately	and	confidentially	right	after	the	end	of	the	experiment.	We	will	be	using	an	
Experimental	 Currency	Unit	 (ECU),	which	will	 be	 exchanged	 to	 euros	 at	 a	 rate	 of	 1	 euro	
per	ECU.	

Your	decisions	in	this	experiment	will	be	recorded	anonymously	and	neither	participants	nor	
experimenters	will	be	able	to	link	your	decisions	to	you	after	the	experiment.	

You	must	not	communicate	with	any	of	the	other	participants	during	the	experiment.	If	you	
have	a	question	raise	your	hand	and	wait	until	we	come	to	your	desk.	

Instructions	

In	this	experiment	you	are	an	investor.	

An	investor	chooses	one	from	eight	possible	projects.	Investors	make	their	choices	one	after	
another	in	random	order	and	there	are	up	to	eight	investors	in	one	group.	Each	project	can	
either	succeed	or	fail.	

The	investor	does	not	know	the	exact	probability	with	which	a	project	will	succeed	or	fail	
when	choosing	it.	However,	there	are	only	two	types	of	projects:	

• Type	1	succeeds	with	a	probability	of	75%	(meaning	it	succeeds	on	average	in	three	
out	of	four	cases);	

• Type	2	succeeds	with	a	probability	of	25%	(on	average	in	one	out	of	four	cases).	

Each	type	of	project	is	equally	likely	to	occur.	

A	successful	project	generates	more	earnings	for	an	investor	than	a	failed	project,	the	details	
of	which	will	 be	 explained	 later.	 You	 are	 always	 informed	 about	 your	 potential	 earnings	
before	the	project	is	implemented,	but	you	never	know	for	certain	whether	it	is	of	the	type	
with	a	high	or	a	low	success	probability.	

In	practice	the	experiment	will	be	presented	to	you	as	follows.	Investors	choose	a	project	
from	a	screen	with	eight	different	projects,	as	illustrated	by	the	left	screenshot	below.	They	
do	so	in	random	order.	Half	of	the	projects	are	of	the	type	that	is	more	likely	to	be	successful	
and	the	other	half	is	of	the	type	that	is	less	likely	to	be	successful,	but	no	nvestor	knows	which	
project	is	of	which	type.	Once	all	investors	have	chosen	a	project,	you	implement	your	project	
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by	clicking	on	the	box	in	the	right	screenshot.	You	are	then	told	whether	your	own	project	
was	a	success	or	a	failure.	

	

After	the	first	project	has	been	implemented,	investors	select	a	new	project,	which	again	is	
equally	likely	to	be	of	the	type	that	has	a	high	(75%)	or	low	(25%)	success	probability.	The	
implementation	of	the	project	will	follow	the	same	procedure	as	before.	

The	third	project	

Finally,	a	third	project	is	to	be	implemented.	However,	in	this	case	the	situation	changes:	You	
can	either	proceed	with	the	second	project	or	choose	to	change	to	a	new	project.	

If	you	choose	to	proceed	with	the	second	project,	it	is	going	to	be	implemented	once	more.	It	
will	still	have	the	same	success	probability	as	before,	meaning	that	if	you	chose	a	project	with	
a	high	success	probability	of	75%	it	still	has	that	success	probability	of	75%,	and	similarly	
for	a	project	with	a	low	success	probability	of	25%.	
Of	course,	a	previously	successful	project	need	not	necessarily	have	to	be	of	the	high	success	
probability	 type,	 and	 an	 unsuccessful	 project	 need	 not	 necessarily	 have	 to	 be	 of	 the	 low	
success	probability	type.	

If,	instead,	you	choose	to	change	to	a	new	project,	you	will	choose	from	a	set	of	8	new	projects.	
These	 projects	 are	 again	 equally	 likely	 to	 be	 of	 the	 high	 (75%)	 or	 low	 (25%)	 success	
probability	type.	
Note	that	new	projects	can	have	different	earnings,	both	if	successful	or	unsuccessful.	You	
will	be	informed	about	the	new	earnings	before	choosing	whether	to	stay	with	the	current	
project	or	switching	to	a	new	one.	

Earnings	from	projects	

For	each	of	the	first	two	projects	investors	earn	300	ECU	in	case	of	success	and	100	in	case	
of	failure.	

The	 third	 project	 can	 have	 different	 earnings.	 Here	 is	 an	 example	 of	 the	 screen	 that	 the	
investor	may	see	when	making	her	or	his	decision	at	that	stage:	



47	

	
	
Note	

Note	that	a	project	that	has	been	successful	in	the	past	is	more	likely	to	be	of	the	type	that	is	
successful	with	75%	probability	than	with	25%	probability.	In	the	same	way,	a	project	that	
was	 unsuccessful	 in	 the	 past	 is	 more	 likely	 to	 be	 of	 the	 type	 that	 succeeds	 with	 25%	
probability.	In	contrast,	if	you	change	to	a	new	project,	you	will	have	no	information	about	
its	success	probability	other	than	that	each	type	is	equally	among	the	8	new	projects.	

Furthermore,	if	you	have	reason	to	believe	that	a	project	is	successful	with	75%	probability	
it	is	possible	that	it	is	a	relatively	valuable	project,	even	if	the	amount	of	money	that	you	earn	
in	case	of	a	success	and	in	case	of	a	failure	are	both	lower	than	in	another	project.	

Rounds	and	payment	

Each	round	of	the	experiment	consists	of	the	three	projects	described	before.	In	total,	there	
will	be	8	rounds,	each	with	different	combinations	of	earnings	for	the	different	projects	in	
case	of	success	and	failure.	

The	positions	of	the	different	projects	on	the	screen	on	which	they	are	chosen	are	randomly	
determined	in	each	round,	so	you	cannot	track	them	throughout	the	different	rounds.	

After	the	end	of	the	experiment	we	will	randomly	draw	one	of	the	8	rounds.	Your	earnings	in	
that	round	will	determine	your	payment.	Your	payment	from	other	rounds	will	be	zero.	

Summary	

• The	experiment	consists	of	eight	different	rounds.	
• In	each	round	you	will	have	to	choose	two	projects	that	may	either	succeed	or	fail	

with	a	certain	probability.	
• For	the	third	and	final	project	in	a	round	you	can	decide	either	to	stay	with	your	

current	project	or	change	to	a	new	project.	
• For	each	of	the	first	two	projects	you	will	earn	300	ECU	in	case	of	success	and	100	

ECU	in	case	of	failure.	The	third	project	can	have	different	earnings.	
• Only	one	of	the	eight	rounds	(with	three	projects	each)	will	be	randomly	selected	

for	payment.	
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B.1.2	 History	Treatment	
Welcome	to	this	experiment	

In	this	experiment	you	can	earn	a	substantial	amount	of	money.	Your	earnings	will	be	paid	
to	you	privately	and	confidentially	right	after	the	end	of	the	experiment.	We	will	be	using	an	
Experimental	Currency	Unit	(ECU),	which	will	be	exchanged	to	euros	at	a	rate	of	1	euro	
per	ECU.	

Your	decisions	in	this	experiment	will	be	recorded	anonymously	and	neither	participants	
nor	experimenters	will	be	able	to	link	your	decisions	to	you	after	the	experiment.	

You	must	not	communicate	with	any	of	the	other	participants	during	the	experiment.	If	you	
have	a	question	raise	your	hand	and	wait	until	we	come	to	your	desk.	

Instructions	

In	this	experiment	you	are	either	an	investor	or	a	project	manager.	You	will	be	informed	
about	your	role	at	the	beginning	of	the	experiment	and	your	role	will	stay	the	same	
throughout	the	whole	experiment.	

There	are	twice	as	many	project	managers	as	investors	in	this	experiment.	Each	investor	
chooses	between	different	project	managers.	Investors	make	their	choices	one	after	
another	in	random	order	and	there	are	up	to	eight	investors.	

After	each	investor	has	chosen	a	manager,	the	project	manager	chooses	one	from	eight	
possible	projects.	Each	project	can	either	succeed	or	fail.	A	successful	project	earns	more	
money	for	the	investor	than	an	unsuccessful	one.	

After	this	decision	the	project	manager	chooses	one	from	eight	possible	projects.	Each	
project	can	either	succeed	or	fail.	A	successful	project	earns	more	money	for	the	investor	
than	an	unsuccessful	one.	

Neither	the	investor	nor	the	project	manager	knows	the	exact	probability	with	which	a	
project	will	succeed	or	fail	when	choosing	it.	However,	there	are	only	two	types	of	
projects::	

• Type	1	succeeds	with	a	probability	of	75%	(meaning	it	succeeds	on	average	in	three	
out	of	four	cases);	

• Type	2	succeeds	with	probability	25%	(on	average	in	one	out	of	four	cases).	

Each	type	of	project	is	equally	likely	to	occur.	

A	successful	project	generates	more	earnings	for	an	investor	than	a	failed	project,	the	
details	of	which	will	be	explained	later.	You	are	always	informed	about	your	potential	
earnings	before	the	project	is	implemented,	but	you	never	know	for	certain	whether	it	is	of	
the	type	with	a	high	or	a	low	success	probability.	
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In	practice	the	experiment	will	be	presented	to	you	as	follows.	You	first	see	a	screen	with	all	
the	available	project	managers.	One	after	another	-	in	random	order	-	the	investors	get	to	
choose	between	different	managers.	If	you	are	an	investor	you	chose	a	project	manager,	if	
you	are	a	project	manager	you	wait	for	the	investors	to	make	their	choice.	You	are	not	able	
to	track	the	identity	of	the	different	project	managers	throughout	the	experiment,	since	their	
positions	on	the	screen	are	randomly	determined.	The	two	pictures	below	show	screenshots	
of	the	investor's	and	manager's	screens	on	the	left	and	right,	respectively.	The	position	of	the	
square	on	the	manager's	screen	illustrates	where	the	manager's	own	icon	is	positioned.	

	
	

The	project	managers	that	are	chosen	to	be	employed	then	choose	a	project	from	a	screen	
with	eight	different	projects,	as	illustrated	by	the	left	screenshot	below.	They	do	so	in	the	
same	order	in	which	they	were	chosen	to	be	managers.	Half	of	the	projects	are	of	the	type	
that	is	more	likely	to	be	successful	and	the	other	half	is	of	the	type	that	is	less	likely	to	be	
successful,	 but	 no	 manager	 or	 investor	 knows	 which	 project	 is	 of	 which	 type.	 Once	 all	
employed	managers	have	chosen	a	project,	the	manager	implements	the	project	by	clicking	
on	the	box	in	the	right	screenshot.	Investors	and	employed	project	managers	are	then	told	
whether	their	own	project	was	a	success	or	a	failure.	

	

After	 the	 first	 project	 has	 been	 implemented,	 employed	 project	managers	 choose	 a	 new	
project,	which	again	is	equally	likely	to	be	of	the	type	that	has	a	high	(75%)	or	low	(25%)	
success	probability.	The	implementation	of	this	project	will	 follow	the	same	procedure	as	
before.	
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The	third	project	

Finally,	a	third	project	is	to	be	implemented.	However,	in	this	case	the	situation	
changes:	The	investor	can	either	proceed	with	the	same	currently	employed	manager	
or	choose	a	new	project	manager.	

If	the	investor	chooses	to	go	on	employing	the	current	project	manager,	the	second	project	
is	going	to	be	implemented	once	more.	It	will	still	have	the	same	success	probability	as	
before,	meaning	that	if	the	project	manager	selected	a	project	with	a	high	success	
probability	of	75%	it	still	has	that	success	probability	of	75%,	and	similarly	for	a	project	
with	a	low	success	probability	of	25%.	Of	course,	a	previously	successful	project	need	not	
necessarily	have	to	be	of	the	high	success	probability	type,	and	an	unsuccessful	project	
need	not	necessarily	have	to	be	of	the	low	success	probability	type.	

If,	instead,	the	investor	chooses	to	change	to	a	new	project	manager,	this	manager	will	then	
choose	from	a	set	of	8	new	projects.	These	projects	are	again	equally	likely	to	be	of	the	high	
(75%)	or	low	(25%)	success	probability	type.	
Note	that	new	projects	can	have	different	earnings,	both	if	successful	or	unsuccessful.	The	
investor	will	be	informed	about	the	new	earnings	before	choosing	whether	to	stay	with	the	
current	project	and	project	manager	or	switching	to	a	new	one.	
A	new	project	manager	is	chosen	on	a	screen	similar	to	the	first	time	that	a	manager	was	
chosen.	Note,	furthermore,	that	none	of	the	managers	that	the	investor	can	choose	from	at	
that	stage	have	been	chosen	for	a	project	before.	This	also	implies	that	a	manager	who	was	
employed	for	a	first	project,	but	who	gets	replaced	by	a	new	manager,	will	not	be	employed	
for	a	second	project.	

Earnings	from	projects	

Investors:	for	each	of	the	first	two	projects	an	investor	will	earn	300	ECU	in	case	of	success	
and	100	in	case	of	failure.	The	final	third	project	can	have	different	earnings.	

Project	managers:	during	each	of	the	first	two	projects	a	project	manager	will	earn	200	
ECU,	independent	of	whether	the	manager	has	been	employed	by	an	investor	or	not.	For	the	
final	third	project	only	employed	managers	will	again	earn	200	ECU.	Managers	who	are	not	
employed	for	this	project	earn	nothing.	

Here	is	an	example	of	the	screen	that	the	investor	may	see	when	making	her	or	his	decision	
for	the	third	project:	

Here	is	an	example	of	the	screen	that	the	investor	sees	when	making	her	decision:	
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Note	that	a	project	that	has	been	successful	in	the	past	is	more	likely	to	be	of	the	type	that	
is	successful	with	75%	probability	than	with	25%.	In	the	same	way,	a	project	that	was	
unsuccessful	in	the	past	is	more	likely	to	be	of	the	type	that	succeeds	with	25%	probability.	
In	contrast,	in	case	of	a	new	project	chosen	by	a	new	manager,	you	will	have	no	information	
about	its	success	probability	other	than	that	each	type	is	equally	likely	among	the	8	new	
projects	that	new	managers	choose	from.	

Furthermore,	if	you	have	reason	to	believe	that	a	project	is	successful	with	75%	probability	
it	is	possible	that	it	is	a	relatively	valuable	project,	even	if	the	amount	of	money	that	you	
earn	in	case	of	a	success	and	in	case	of	a	failure	are	both	lower	than	in	another	project.	

Rounds	and	payment	

Each	round	of	the	experiment	consists	of	the	three	projects	described	before.	In	total,	there	
will	be	8	rounds,	each	with	different	combinations	of	earnings	for	the	different	projects	in	
the	case	of	success	and	failure.	

The	positions	of	the	different	managers	and	projects	on	the	screens	on	which	they	are	
chosen	are	randomly	determined	in	each	round,	so	you	cannot	track	them	throughout	the	
different	rounds.	

After	the	end	of	the	experiment	we	will	randomly	draw	one	of	the	8	rounds.	Your	earnings	
in	that	round	will	determine	your	payment.	Your	payment	from	other	rounds	will	be	zero.	

Summary	

• In	this	experiment	you	are	either	an	investor	or	a	project	manager.	
• The	experiment	consists	of	eight	different	rounds.	
• In	each	round,	each	investor	chooses	a	project	manager,	who	then	chooses	a	project	

that	either	succeeds	or	fails	with	a	certain	probability.	
• These	employed	managers	then	select	a	second	project,	which	again	either	succeeds	

or	fails.	
• For	the	third	and	@inal	project	in	a	round,	an	investor	can	decide	either	to	stay	with	

the	current	project	and	manager,	or	have	a	new	manager	choose	a	new	project.	
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• For	each	of	the	@irst	two	projects	an	investor	will	earn	300	ECU	in	case	of	success	
and	100	ECU	in	case	of	failure.	The	third	project	can	have	different	earnings.	

• A	manager	earns	200	ECU	for	each	of	the	@irst	two	projects,	even	if	not	employed.	
For	the	third	project	a	manager	earns	200	ECU	if	employed,	and	0	ECU	if	not	
employed.	

• Only	one	of	the	eight	rounds	(with	three	projects	each)	will	be	randomly	selected	for	
payment.	

B.1.3	 Transfer	Treatment	
	
Welcome	to	this	experiment	

In	this	experiment	you	can	earn	a	substantial	amount	of	money.	Your	earnings	will	be	paid	
to	you	privately	and	confidentially	right	after	the	end	of	the	experiment.	We	will	be	using	an	
Experimental	Currency	Unit	(ECU),	which	will	be	exchanged	to	euros	at	a	rate	of	1	euro	
per	ECU.	

Your	decisions	in	this	experiment	will	be	recorded	anonymously	and	neither	participants	
nor	experimenters	will	be	able	to	link	your	decisions	to	you	after	the	experiment.	

You	must	not	communicate	with	any	of	the	other	participants	during	the	experiment.	If	you	
have	a	question	raise	your	hand	and	wait	until	we	come	to	your	desk.	

Instructions	

In	this	experiment	you	are	either	an	investor	or	a	project	manager.	You	will	be	informed	
about	your	role	at	the	beginning	of	the	experiment	and	your	role	will	stay	the	same	
throughout	the	whole	experiment.	

There	are	twice	as	many	project	managers	as	investors	in	this	experiment.	Each	investor	
chooses	between	different	project	managers.	Investors	make	their	choices	one	after	
another	in	random	order	and	there	are	up	to	eight	investors.	

After	each	investor	has	chosen	a	project	manager,	each	chosen	project	manager	receives	10	
ECU,	which	s/he	can	decide	to	transfer	to	the	investor	to	increase	the	investor's	earnings.	If	
the	manager	decides	to	transfer,	these	ECU	are	doubled	and	the	investor	receives	20	ECU,	
while	the	project	manager	receives	nothing.	If	the	manager	decides	not	to	transfer	s/he	can	
keep	the	10	ECU.	

After	this	decision	the	project	manager	chooses	one	from	eight	possible	projects.	Each	
project	can	either	succeed	or	fail.	

Neither	the	investor	nor	the	project	manager	knows	the	exact	probability	with	which	a	
project	will	succeed	or	fail	when	choosing	it.	However,	there	are	only	two	types	of	
projects:	
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• Type	1	succeeds	with	a	probability	of	75%	(meaning	it	succeeds	on	average	in	three	
out	of	four	cases);	

• Type	2	succeeds	with	probability	25%	(on	average	in	one	out	of	four	cases).	

Each	type	of	project	is	equally	likely	to	occur.	

A	successful	project	generates	more	earnings	for	an	investor	than	a	failed	project,	the	
details	of	which	will	be	explained	later.	You	are	always	informed	about	your	potential	
earnings	before	the	project	is	implemented,	but	you	never	know	for	certain	whether	it	is	of	
the	type	with	a	high	or	a	low	success	probability.	

In	practice	the	experiment	will	be	presented	to	you	as	follows.	You	first	see	a	screen	with	all	
the	available	project	managers.	One	after	another	-	in	random	order	-	the	investors	get	to	
choose	between	different	managers.	If	you	are	an	investor	you	chose	a	project	manager,	if	
you	are	a	project	manager	you	wait	for	the	investors	to	make	their	choice.	You	will	not	be	
able	to	track	the	identity	of	the	different	project	managers	throughout	the	experiment,	since	
their	 positions	 on	 the	 screen	 are	 randomly	 determined.	 The	 two	 pictures	 below	 show	
screenshots	of	the	investor's	and	manager's	screens	on	the	left	and	right,	respectively.	The	
position	of	the	square	on	the	manager's	screen	illustrates	where	the	manager's	own	icon	is	
positioned.	

	

The	project	managers	that	are	chosen	to	be	employed	then	choose	whether	to	transfer	the	
extra	10	ECU	or	not,	as	illustrated	by	the	screenshots	below.	
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After	deciding	to	transfer	or	not,	the	employed	managers	choose	a	project	from	a	screen	with	
eight	different	projects,	as	 illustrated	n	the	 left	screenshot	below.	They	do	so	 in	the	same	
order	in	which	they	were	chosen	to	be	managers.	Half	of	the	projects	are	of	the	type	that	is	
more	likely	to	be	successful	and	the	other	half	is	of	the	type	that	is	less	likely	to	be	successful,	
but	which	is	which	is	unknown	when	the	choice	is	made.	Once	all	employed	managers	have	
chosen	a	project,	 the	manager	 implements	 the	project	by	 clicking	on	 the	box	 in	 the	 right	
screenshot.	 Investors	 and	 employed	 project	 managers	 are	 then	 told	 whether	 their	 own	
project	was	a	success	or	a	failure.	

	
	
The	second	project	

Finally,	a	second	project	is	to	be	implemented.	However,	in	this	case	the	situation	
changes:	The	investor	can	either	proceed	with	the	same	currently	employed	manager	
or	choose	a	new	project	manager.	

If	the	investor	chooses	to	go	on	employing	the	current	project	manager,	the	first	project	is	
going	to	be	implemented	once	more.	It	will	still	have	the	same	success	probability	as	before,	
meaning	that	if	the	project	manager	selected	a	project	with	a	high	success	probability	of	
75%	it	still	has	that	success	probability	of	75%,	and	similarly	for	a	project	with	a	low	
success	probability	of	25%.	
Of	course,	a	previously	successful	project	need	not	necessarily	have	to	be	of	the	high	
success	probability	type,	and	an	unsuccessful	project	need	not	necessarily	have	to	be	of	the	
low	success	probability	type.	

If,	instead,	the	investor	chooses	to	change	to	a	new	project	manager,	this	manager	will	then	
choose	from	a	set	of	8	new	projects.	These	projects	are	again	equally	likely	to	be	of	the	high	
(75%)	or	low	(25%)	success	probability	type.	
Note	that	new	projects	can	have	different	earnings,	both	if	successful	or	unsuccessful.	The	
investor	will	be	informed	about	the	new	earnings	before	choosing	whether	to	stay	with	the	
current	project	and	project	manager	or	switching	to	a	new	one.	
A	new	project	manager	is	chosen	on	a	screen	similar	to	the	first	time	that	a	manager	was	
chosen.	Note,	furthermore,	that	none	of	the	managers	that	the	investor	can	choose	from	at	
that	stage	have	been	cosen	for	a	project	before.	.	This	also	implies	that	a	manager	who	was	
employed	for	a	first	project,	but	who	gets	replaced	by	a	new	manager,	will	not	be	employed	
for	a	second	project.	
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Earnings	from	projects	

Investors:	for	the	first	project	an	investor	will	earn	300	ECU	in	case	of	success	and	100	in	
case	of	failure.	The	second	project	can	have	different	earnings.	

Project	managers:	during	the	first	project	a	project	manager	will	earn	200	ECU,	
independent	of	whether	the	manager	has	been	employed	by	an	investor	or	not.	For	the	
second	project	only	employed	managers	will	again	earn	200	ECU.	Those	who	are	not	
employed	for	this	project	earn	nothing.	

Here	is	an	example	of	the	screen	that	the	investor	may	see	when	making	her	decision	for	
the		

	

Summary	

• In	this	experiment	you	are	either	an	investor	or	a	project	manager.	
• The	experiment	consists	of	eight	different	rounds.	
• In	each	round,	each	investor	chooses	a	project	manager,	who	then	decides	whether	

to	transfer	10	ECU	to	increase	the	investor's	earnings	by	20	ECU,	or	to	keep	the	10	
ECU.	

• Next,	these	employed	managers	choose	a	project	that	either	succeeds	or	fails	with	a	
certain	probability.	

• For	the	second	and	@inal	project	in	a	round,	an	investor	can	decide	either	to	stay	
with	the	current	project	and	manager,	or	have	a	new	manager	choose	a	new	project.	

• For	the	@irst	project	an	investor	will	earn	300	ECU	in	case	of	success	and	100	ECU	in	
case	of	failure.	The	second	project	can	have	different	earnings.	

• A	manager	earns	200	ECU	for	the	@irst	project,	even	if	not	employed.	For	the	second	
project	a	manager	earns	200	ECU	if	employed,	and	0	ECU	if	not	employed.	

• Only	one	of	the	eight	rounds	(with	two	projects	each)	will	be	randomly	selected	for	
payment.	

B.2	 Questionnaires	

B.2.1	 Transfer,	manager		
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1.	What	is	your	age	(in	numbers)?	

2. What	is	your	gender?	

• female	
• male	

3. What	is	your	(primary)	study	program	(if	not	a	student	please	choose	that)?	

4. How	would	you	describe	your	decision	making	process	when	deciding	whether	to	send	a	
transfer	or	not?	

5. Did	you	send	any	transfers	to	your	investor	after	being	chosen?	

• Yes	
• No	

6. If	yes,	which	was	the	most	important	reason	to	do	so?	

• Transferring	doubled	the	income	for	the	group	as	a	whole	
• I	hoped	making	the	transfer	would	make	the	investor	stay	with	my	project	
• I	just	tried	to	be	nice	to	the	investor	

7. Were	you	disappointed	by	an	investor	who	switched	to	another	project?	

• Yes,	every	time.	
• Yes,	but	only	if	my	project	was	better	than	the	alternative.	
• Yes,	but	only	if	I	had	sent	the	transfer.	
• No,	the	investor	can	choose	what	they	want.	
• Not	applicable,	every	investor	I	met	stayed	with	my	project.	

B.2.2	 History,	Manager		

1.	What	is	your	age	(in	numbers)?	

2. What	is	your	gender?	

• female	
• male	

3. What	is	your	(primary)	study	program	(if	not	a	student	please	choose	that)?	
	
B.2.3	 Transfer,	investor		

1.	What	is	your	age	(in	numbers)?	

2. What	is	your	gender?	

• female	
• male	
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3. What	is	your	(primary)	study	program	(if	not	a	student	please	choose	that)?	

4. How	would	you	describe	your	decision	making	process	when	choosing	whether	to	stay	
with	a	project	manager	or	not	in	general?	

5. Did	you	calculate	the	success	probability	of	a	project?	

• Yes	
• No	
• I	tried	to,	but	failed	

6. Did	you	try	 to	calculate	 the	expected	value	of	 the	different	projects?	(expected	value	 is	
probability	times	earnings)	

• Yes	
• No	

7. Did	you	feel	a	positive	emotion	towards	a	manager	who	sent	you	a	transfer?	

• 1	-	Not	at	all	
• 2	•	3	
• 4	
• 5	-	Very	strongly	
• The	@irst	project	never	succeeded.	

8. Did	you	feel	a	sense	of	obligation	towards	a	manager	who	sent	you	a	transfer?	

• 1	-	Not	at	all	
• 2	•	3	
• 4	
• 5	-	Very	strongly	
• Never	received	a	transfer	

9. Were	you	more	likely	to	stay	with	a	project	and	manager	if	the	manager	sent	you	a	transfer	
earlier?	

• 1	-	Not	at	all	
• 2	•	3	
• 4	
• 5	-	A	lot	
• Never	received	a	transfer	

B.2.4	 History,	investor		

1.	What	is	your	age	(in	numbers)?	

2. What	is	your	gender?	
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• female	
• male	

3. What	is	your	(primary)	study	program	(if	not	a	student	please	choose	that)?	

4. How	would	you	describe	your	decision	making	process	when	choosing	whether	to	stay	
with	a	project	manager	or	not	in	general?	

5. Did	you	calculate	the	success	probability	of	a	project?	

• Yes	
• No	
• I	tried	to,	but	failed	

6. Did	you	try	 to	calculate	 the	expected	value	of	 the	different	projects?	(expected	value	 is	
probability	times	earnings)	

• Yes	
• No	

7. Did	you	feel	a	positive	emotion	towards	a	manager	if	the	@irst	project	succeeded?	

• 1	-	Not	at	all	
• 2	
• 3	
• 4	
• 5	-	Very	strongly	
• The	@irst	project	never	succeeded		

8. Did	you	feel	a	sense	of	obligation	towards	a	manager	who’s	@irst	project	was	a	success?	

• 1	-	Not	at	all	
• 2	
• 3	
• 4	
• 5	-	Very	strongly	
• Never	received	a	transfer	

9. Were	you	more	likely	to	stay	with	a	project	and	manager	if	the	manager’s	@irst	project	was	
a	success	and,	if	so,	how	much	more?	

• 1	-	Not	at	all	
• 2		
• 3	
• 4	
• 5	-	A	lot	
• Never	received	a	transfer	
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B.2.5	 Control,	investor	1.	What	is	

1.	What	is	your	age	(in	numbers)?	

2. What	is	your	gender?	

• female	
• male	

3. What	is	your	(primary)	study	program	(if	not	a	student	please	choose	that)?	

4. How	would	you	describe	your	decision	making	process	when	choosing	whether	to	stay	
with	a	project	or	not	in	general?	

5. Did	you	calculate	the	success	probability	of	a	project?	

• Yes	
• No	
• I	tried	to,	but	failed	

6. Did	you	try	 to	calculate	 the	expected	value	of	 the	different	projects?	(expected	value	 is	
probability	times	earnings)	

• Yes	
• No	
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Appendix	C	 	

The	Role	of	Other	Social	Preference	Models	in	our	Design	

Looking	at	History	@irst,	given	the	experimental	design	most	prominent	social	preferences	

models	in	economics	do	not	play	any	role	whatsoever.	This	is	a	direct	result	of	two	design	

features.	Firstly,	managers	do	not	have	any	in@luence	on	the	payoff	of	the	investor	beyond	the	

act	of	randomly	choosing	a	project	that	is	more	or	less	likely	to	be	successful.	This	precludes	

any	in@luence	of	reciprocity	of	any	kind.	Secondly,	the	payment	scheme	chosen	for	the	(active	

and	 inactive)	managers	 effectively	 nulli@ies	 inequality	 concerns	 that	 investors	might	 have	

regarding	the	effect	of	their	choice	on	other	participants.	By	the	time	the	investors’	decisions	

are	made	 every	manager	 has	 earned	 the	 exact	 same	 amount	 (200	ECU).	Motives	 such	 as	

inequity	aversion	or	envy	are	meaningless.	Since	investors	cannot	affect	the	distribution	of	

earnings	in	any	way,	this	is	true	irrespective	of	the	exact	theory	applied,	such	as	for	example	

Fehr	&	Schmidt	(1999)	or	Bolton	&	Ockenfels	(2000).	In	fact,	social	welfare	concerns	are	not	

germane	either,	making	irrelevant	approaches	such	as	altruism	(giving	the	same	weight	to	

each	anonymous	manager),	simple	max-min	preferences	or	the	model	of	Charness	&	Rabin	

(2002).	

	

In	Transfer	 the	situation	 is	 somewhat	different.	Since	 the	 transfer	decision	 is	 intentional,	

intention-based	reciprocity	models	(Rabin,	1993;	Dufwenberg	&	Kirchsteiger,	2004)	or	type-

dependent	preferences	(Levine,	1998)	predict	an	effect;	that	is,	if	kindness	is	at	stake.	Our	

results	cast	doubt	on	this,	though.	About	90%	of	the	transfers	are	self-reportedly	strategically	

sel@ish.	 A	 similar	 @inding	 is	 reported	 in	 Malmendier	 &	 Schmidt	 (2017),	 joint	 with	 the	

observation	that	this	is	also	well	understood	by	gift	receivers.	Because	we	do	not	have	data	

on	 the	 receivers’	 view,	 our	 results	 can	 only	 be	 regarded	 as	 suggestive	 in	 this	 respect.	

Inequality-oriented	motives,	however,	clearly	play	a	negligible	role.	They	are	potentially	only	

relevant	if	the	manager	withholds	the	transfer.	In	that	case	the	manager	earns	10	ECU	more	

than	managers	who	did	send	the	transfer	or,	more	importantly,	were	inactive.	This	amounts	

to	only	one-twentieth	of	their	@ixed	payoff,	if	selected	for	the	@inal	project.		 	
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